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Abstract

Music identification is widely regarded as a solved problem for music search-

ing in quiet environments, but its performance tends to degrade in TV broad-

cast audio owing to the presence of dialogue or sound effects. In addition,

constructing an accurate dataset for measuring the performance of back-

ground music monitoring in TV broadcast audio is challenging. We propose a

framework for monitoring background music by automatic identification and

introduce a background music cue sheet. The framework comprises three

main components: music identification, music–speech separation, and music

detection. In addition, we introduce the Cue-K-Drama dataset, which includes

reference songs, audio tracks from 60 episodes of five Korean TV drama series,

and corresponding cue sheets that provide the start and end timestamps of

background music. Experimental results on the constructed and existing data-

sets demonstrate that the proposed framework, which incorporates music

identification with music–speech separation and music detection, effectively

enhances TV broadcast audio monitoring.

KEYWORD S
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1 | INTRODUCTION

Fingerprinting for identifying background music in TV
broadcast audio is crucial for transparent and accurate
royalty distribution [1]. Conventional audio fingerprint-
ing, such as landmark-based audio fingerprinting [2] and
differential Hamming-distance-based binary fingerprint-
ing [3], can be used to identify background music. To
measure the robustness of music identification, various
types of noise or effects, such as pitch shifting or time
stretching, have been added to music clips in [2, 3]. How-
ever, when measuring the performance of background

music identification in TV broadcast audio clips, the
robustness to various deformation effects should be mea-
sured, and the background music included in the broad-
cast audio, such as voices of actors or performers, should
also be considered.

To identify background music, the features of the
original music must be stored in a database for query.
However, the source of background music cannot be
added to a database in many cases. For example, (1) a
song has not been included in the database because it
was recently released; (2) music is used before its official
release; and (3) a song is not officially available because
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neither the music has been released nor it is expected to
be released. Thus, if music not included in the database
is used as background music, it cannot be identified, thus
reducing the accuracy of the corresponding cue sheet.

We present a background music identification frame-
work that addresses two major problems: (1) The perfor-
mance of background music identification is hindered by
overlapping sounds other than music, and (2) the original
music to be searched is not in the database. The frame-
work for identifying background music in broadcast
audio comprises three parts. First, we obtain background
music audio without the actors’ voices by applying
music–speech separation, which separates dialogue from
music. The identification performance can be enhanced
by using the extracted music clip as an input for finger-
printing to identify the background music. To handle
music not available in the database but present in TV
broadcast audio, we estimate the music segment where
the music is used in the entire audio data. If music is
detected within a segment, we mark it as unknown
despite the segment being predicted to be music. This
unknown segment presents an opportunity to improve
the accuracy of the final cue sheet by reidentifying it after
supplementing the database or manually labeling the
music track.

To accurately evaluate the performance of back-
ground music monitoring using our framework, we must
collect information on the usage of background music in
TV broadcast audio, including start and end timestamps
as well as metadata, including the song titles. In addition,
the original music files inserted into the broadcast audio
are required to build a database for searching for music.
The TVSM dataset [4] provides music or speech segments
and is useful for predicting such segments, being the first
open-source large dataset for speech and music detection.
The OpenBMAT dataset [5] provides annotations for
music detection, containing over 27 h of TV broadcast
audio from four countries. It includes annotations of the
loudness of music in relation to other simultaneous non-
music sounds. The Podcast dataset [6] can be used for
music–speech separation, providing music and speech
audio clips both separately and mixed. However, none of
these datasets are available for background music identifi-
cation because they do not include the metadata of the
original music for processing in broadcast audio. The
Divide and Remix dataset [7] is built by synthesizing mix-
tures with music from the Free Music Archive [8], speech
from the LibriSpeech corpus [9], and sound effects from
the Freesound Dataset 50K [10]. The Divide and Remix
dataset aims to provide research support for source sepa-
ration. In addition, it contains music metadata embedded
in the mixture, thus enabling music identification. How-
ever, the provided audio is not sourced from real TV

broadcast recordings, and the duration of all audio clips is
limited to 1 min, which substantially differs from the
lengths typically found in real TV broadcast audio.

Several obstacles hinder the collection of background
music to obtain a cue-sheet dataset. The cue sheet used
for royalty distribution is produced such that an annota-
tor listens to the broadcast audio, determines the title of
the music track, and records the period of the music, but
the annotations have limited accuracy. While it is possi-
ble to find popular songs, it is difficult to accurately iden-
tify less known songs, such as library music without
vocals. Even for a popular song, annotating the exact
start and end timestamps is difficult because of effects
such as fade-in and fade-out. Additionally, music that has
not been officially released accounts for a high proportion
of background music. Unlike TV shows, which mainly
use popular songs appropriate for every scene, it is com-
mon to compose background music suitable for a pro-
gram and release only the music tracks with high
commercial potential in TV dramas. Therefore, excluding
those directly involved in production, it is challenging to
search and build a database of all original background
music sources contained in TV broadcast audio. The first
public dataset designed for broadcast monitoring, called
the BAF dataset [1], contains 57 h of TV broadcast audio
recordings from 203 TV channels of 23 countries, with
2000 production music tracks composing the reference
set. However, to build a comprehensive search database,
they extracted only 1 min excerpts containing the embed-
ded music rather than using the entire audio recordings
from the broadcast. Additionally, multiple annotators lis-
tened to the query and reference pairs and provided
annotations, resulting in label variability. In fact, incon-
sistencies occurred among the three annotators regarding
the presence or absence of music in various segments. In
addition, the start and end timestamps differed for the
same music clip. Because of such inconsistencies, accu-
rate and reliable data were difficult to obtain.

We constructed a background music cue-sheet dataset
for TV broadcast audio using an alternative approach to
conventional annotation-based methods. TV shows pri-
marily use released or popular songs, whereas TV dramas
often incorporate unique background music, including
production music tailored to the scenes, theme music for
actors, and original soundtracks. Our Cue-K-Drama data-
set was constructed by collecting and processing raw data
accumulated through a series of operations involving the
composition and editing of drama background music. The
data were sourced directly from music production works
in which background music was inserted into TV dramas.

In addition to the insertion of background music,
another crucial postproduction process is the incorpora-
tion of sound. Although raw data from music production
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are valuable for generating accurate cue sheets, music
production companies typically possess audio tracks
before including various sound effects. Hence, there may
be some differences between the raw data and final audio
for broadcasting.

To create a dataset that included TV broadcast audio
with sound effects and the corresponding cue sheets, we
aligned two similar audio clips. One clip was a pseudo-
broadcast audio using raw data from music production,
whereas the other clip was the actual TV broadcast audio
with sound effects. We measured the similarity between
these audio clips to perform alignment. Using the align-
ment results, we generated a TV broadcast audio and
background music cue-sheet dataset by synchronizing
the timestamps on the pseudo-cue sheet with the aligned
audio. This ensured that the cue sheet accurately corre-
sponded to specific moments in the TV broadcast audio
that includes sound effects.

2 | BACKGROUND MUSIC
MONITORING FRAMEWORK

The proposed framework for monitoring background
music in TV broadcast audios consists of three parts.
(1) Music is identified using audio fingerprinting. How-
ever, music is often combined with dialogue, being back-
ground instead of foreground music. Consequently,
music cannot be identified using fingerprinting in many
cases. In addition, music identification results obtained
from fingerprinting requires retrieval from a database.
However, if original music, which frequently occurs in
broadcast audio, is not included in the music search data-
base and used as background music, it cannot be identi-
fied. To address these limitations, (2) we use a music–
speech separation method to extract the music compo-
nents. The music-only audio clip can be used as an input
for audio fingerprinting, thereby enhancing the perfor-
mance of music identification. (3) We predict a music
segment and can label a segment as “unknown” if the
corresponding track cannot by identified despite contain-
ing music. This provides an opportunity to increase the
accuracy of the cue sheet by reidentification after
the database is expanded or the clip is manually labeled.

2.1 | Music identification

For music identification, fingerprints of the music clips
are extracted and stored in a database along with meta-
data such as titles, composers, and singers. Then, the fin-
gerprint of the query music clip is compared with all the
fingerprints stored in the database.

Audio fingerprinting can be divided into conventional
methods for extracting fingerprints from the spectrogram
obtained by the frequency transform of the audio signal
[2, 3, 11, 12] and neural network-based methods for
extracting the embedding vectors [13-15]. Conventional
methods allow to determine whether two pieces of music
are the same by setting a threshold. On the other hand,
in neural network-based methods, the most similar music
is retrieved from a database. This leads to the inference of
similar songs even in segments without background
music. Consequently, these methods cannot be applied to
broadcast monitoring.

We identify music by applying audio fingerprinting [16]
represented as differential binary hashes, which is an
improved method for music identification [3]. The input
audio is divided into various frames. The input audio lasts
3 s with a 1 s stride. The results of audio fingerprinting
within the initial 5 s are removed as outliers. Adjacent
frames with the same music ID are concatenated. Specifi-
cally, if multiple occurrences of the same music ID within
a specific time interval, such as 10 s, occur and the time
intervals of both the results and position in the reference
song match, we merge the frames into a single music seg-
ment. A music segment is extended by iterative merging
until a different music ID or time interval occurs.

2.2 | Music–speech separation

To enhance background music identification in broadcast
audio, we use an audio signal containing only back-
ground music. This is achieved by removing voices
through music–speech separation and using the resulting
audio as the input for music identification. In [17], dialog
separation in real-world broadcast audio can be ade-
quately solved by using transfer learning from music
source-separation methods, such as Open-Unmix [18],
Spleeter [19], and Demucs [20].

We use the LaSAFT model [21] for music source
separation. When measuring the source-to-distortion
ratio (SDR), which is widely used to evaluate music
source separation, on the MUSDB18 dataset [22], which
is the most representative dataset for music source sepa-
ration, LaSAFT shows a lower overall performance than
Demucs [20] but a much higher performance for singing
voice separation. In addition, LaSAFT outperforms
Demucs speech separation of a voice that is similar to a
singing voice [23] from broadcast audio.

We evaluated music identification using a pretrained
model [23] on a TV broadcast dataset with and without
music–speech separation. LaSAFT was adopted given its
robust music–speech separation. We used the mean
squared error of the spectrogram for the training loss and
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the l1 loss of the waveform for the validation loss. We
used the music–speech separation dataset from [24]. It
contains the labels of music segments, including back-
ground music, and speech segments, including only
speech without music, using the Praat tool (https://www.
fon.hum.uva.nl/praat/) from Korean TV broadcast audio
files of various genres. The dataset contains 100 h of audio
data and 12 h of speech audio by concatenating all
speech-only segments. Music excerpts were collected
from Korean and popular foreign songs in various genres.
The dataset was divided into training, validation, and test
sets. Each of the splits consisted of 1823 excerpts of songs
with a duration of 12 s per excerpt, 1823 speech excerpts
of the same duration, and their mixtures. During training,
music and speech signals were mixed with an arbitrary
signal-to-noise ratio (SNR) ranging from �30 to 0 dB. The
mixed signals in the validation set were composed of two
cases to analyze the music identification performance
according to the music-to-speech level of 0 and �10 dB.
The music signal was mixed with the speech signal at the
same average loudness at 0 dB, while the loudness of the
music signal was relatively small at �10 dB.

During validation for selecting the music–speech sep-
aration model, we considered the performance according
to the SNR. When the SNR of music and speech is 0 dB,
the music identification performance is higher than that
at �10 dB because the average loudness of music is suffi-
ciently large to identify music. Assuming that the overall
music identification performance can be further improved
by increasing the separation performance at �10 dB, we
compared the results by using the models (1) with the
highest overall average SDR (Avg-best) and (2) highest
average SDR at �10 dB (Low-best). The music–speech
separation experiments are described in Section 4.1.

2.3 | Music detection

Music detection supplements identification by extracting
music clips that are not present in the reference database.
During music detection, if a segment is identified as con-
taining music but no music identification result is
obtained, the segment is included in the result and
marked with ID unknown.

Pretrained audio neural networks [25] have been
modeled using various convolutional neural networks for
audio tagging and sound event detection using weak
labels from the AudioSet dataset [26], which consists of
527 sound classes extracted from YouTube videos. The
convolutional neural network in [27] is used for music
detection in broadcast audio.

In this study, we used a U-Net architecture with lim-
ited upsampling for music detection [28]. This architecture

is more suitable for classification than for segmentation.
As the training set, we used the music–speech dataset
described in Section 2.2 that includes annotations of music
segments from 100 h of TV broadcast audio in a variety of
genres.

The results of music identification and detection are
combined by incorporating the detected music segments
into a list of music segments obtained from music identi-
fication. If a detected music segment does not overlap
with any of the music identification results, it is added to
the list as an additional segment.

3 | DATASET FOR TV
BROADCAST AUDIO

We constructed a cue-sheet dataset for monitoring back-
ground music in TV broadcast audio using raw data from
music production. We randomly selected 60 episodes from
five Korean dramas that aired in Korea between 2017 and
2020. The total duration of the broadcast audio data was
approximately 61 h, with each episode having a duration
of approximately 1 h, which is a typical broadcast length.

3.1 | Music and speech audio tracks

We collected raw data accumulated by inserting back-
ground music from a music production company in
charge of composing and editing background music for
TV dramas. The raw data were accumulated using Vegas,
a professional video editing software widely used in the
broadcasting industry. The Vegas project file contained
several audio tracks, including the speech track edited
from audio recorded on the location where the actors
performed, a number of music or individual instrumental
tracks with various effects, and the entire background
music track mixed with several music tracks of the same
duration as the speech track.

We extracted the background and speech tracks using
the Vegas software and mixed them with various SNR
values. All the tracks were rendered as monaural audio
files at a sampling rate of 11,025 Hz.

3.2 | Reference music dataset for
matching

To identify background music, the fingerprints of the
original music used in the background were extracted
and stored. Music productions contained all songs used
as background music, ensuring that no songs were miss-
ing when constructing the original music search
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database. However, numerous duplicate songs were
encountered. If duplicate songs are included in the search
database, the performance cannot be accurately evalu-
ated. Duplicate removal techniques [29] have been
applied to the SoundDesc dataset [30], which includes a
collection of audio recordings and sound effects sourced
from the BBC Sound Effects Archive. Similarly, we iden-
tified the factors that caused duplication in the collected
original music sources and refined them to ensure that
there were no duplicates according to various criteria.

First, if there were separate instrumental sources from
the same song in the database, the instrumental source
files were removed, and only the final mixed music was
retained. When inserting background music, some of the
released music is used as is. However, it is common for a
composer to use only some of the tracks for each instru-
ment. For example, even if the same song is used, only
melodic instruments can be used, or a track, such as a
vocal or drum, can be removed depending on the scene.
To handle instrument tracks flexibly, composers store
individual tracks for each instrument included in one
original piece of music as separate files. However, copy-
right is granted to only one final piece of music with all
the tracks mixed. Because a broadcast monitoring system
database is intended to search for copyrighted songs, the
reference music dataset was refined to include only one
song in which all instruments were mixed rather than
including each instrumental source track of songs.

Next, we removed additional pitch-shifted or time-
stretched music files. Both pitch shifting and time
stretching are commonly used to insert background
music into TV broadcast audio. Pitch shifting involves
changing the music key, whereas time stretching
involves lengthening or shortening the music by chang-
ing the tempo. Because of these effects, the energy of the
audio signal changes according to the frequency band,
and a substantial change occurs in the feature vector of
music. Nevertheless, listeners can easily recognize the
original song. The identification of sound effects applied
to the collected audio files enabled easy identification
and removal of duplicate songs. Then, we included only
the original songs in the reference music dataset.

Finally, instances of duplicated songs in which only a
part of the original song was edited to reduce the audio
length were removed. To this end, an automatic dupli-
cated song removal method was implemented using the
audio fingerprinting approach in [16]. The fingerprints of
all other music files were compared for each piece
of music. If a song shared more than 90% of similarity
with another song of a shorter duration, it was consid-
ered as a duplicate song.

After duplicate removal, 723 songs were included in
the reference music dataset.

3.3 | Pseudo-broadcast cue-sheet dataset
based on music identification and
detection

To generate the background music cue sheet without
relying on annotations, we first applied the music identi-
fication method described in Section 2.1. Using
fingerprint-based music identification and inputting a
background music track instead of a mixture of music
and speech, a relatively accurate initial cue sheet was
obtained. The reference music dataset described in
Section 3.2 was used for search.

Although using background music tracks that contain
only music can be helpful, it may not always guarantee
accurate music identification owing to the application of
various audio effects. To obtain accurate cue sheets, all
music segments must be correctly identified. Next, non-
silent segments should be extracted from the background
music track to establish the ground truth for the music
segments. To this end, we used the librosa.effect.

split function from the librosa Python package for
music and audio analysis. This function enabled the
accurate extraction of music segments.

The background music identification results were
compared with the correct music segments. For segments
in which music was not identified despite being con-
firmed as a music segment, the song ID was directly
inserted into the cue sheet by referring to the music list
from the Vegas project. Most of the unidentified cases
were due to severe pitch shifting or time stretching
applied to the music. In addition, we detected instances
in which music was correctly identified but the start or
end timestamp differed owing to fade-in/fade-out effects.
To improve the accuracy of the cue sheet, the timestamps
in the music identification results were adjusted using
the ground-truth music segments. This ensured that the
cue sheet reflected the correct timing of music in the TV
broadcast audio. The dataset obtained through this pro-
cess was called the pseudo-broadcast cue-sheet dataset.
In the next section, we describe the differences between
this dataset and the final broadcast cue-sheet dataset.

3.4 | Cue-K-Drama: TV broadcast audio
and cue-sheet dataset

In TV broadcast audio, in addition to background music,
various sound effects are added during postprocessing.
These effects include sword swings, clashes, tension
building, footsteps, falling or breaking, and car engines.
Similar to dialogue, the sound effects can interfere with
background music identification. The cue-sheet dataset
created with pseudo-broadcast audio does not include
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sound effects. Therefore, it cannot be considered a dataset
that accurately represents TV broadcast audio.

In terms of TV broadcast monitoring, pseudo-
broadcast audio can be similar to TV broadcast audio
because both have the same background music. However,
some differences occur between the two types of audio
clips. First, a time difference may occur in the start time
of background music. Some differences were found when
comparing the pseudo-broadcast audio with the corre-
sponding TV drama series downloaded from the website.
For example, the presence of age rating disclaimers or
open credits may vary. Additionally, certain parts of the
pseudo-broadcast audio may be deleted from the TV
broadcast audio. As a result, the start and end timestamps
of background music in TV broadcast audio can be
shifted with respect to pseudo-broadcast audio. These dif-
ferences in timing can affect the accuracy of the cue-sheet
dataset, and timestamps should be aligned accordingly.

To create a cue-sheet dataset that accurately repre-
sents TV broadcast audio for monitoring, we created the
Cue-K-Drama dataset based on the pseudo-broadcast cue-
sheet dataset. To align the cue-sheet dataset with actual
TV broadcast audio, TV broadcast audio recordings were
collected. In addition, the start and end timestamps of the
background music cue sheet were adjusted by aligning
the TV broadcast audio recordings with the audio files in
the pseudo-broadcast cue-sheet dataset.

To align the two audio signals as shown in Figure 1,
the pairs of corresponding time positions were estimated
using functions librosa.chroma_stft and
librosa.sequence.dtw. The time differences of the
corresponding time positions were then calculated to
generate a time-difference graph along the time axis, as
shown in the upper part of Figure 2. We obtained a histo-
gram of the differences in intervals of 1 s. Bins with
values above a threshold were selected as candidates for

shifting positions, and the corresponding bin was set as
an integer unit shifting time. A median filter was used to
mitigate noise. We divided the data into segments with a
constant time difference along the time axis and calcu-
lated the start and end time positions of the segments.
The time shift value was set to a floating number for
averaging the time difference, as shown in the lower part
of Figure 2. We compared the corresponding shifting
values with the music segment results from the pseudo-
broadcast cue-sheet dataset. By converting the time value
into a time shift, a reference cue sheet for an actual TV
broadcast audio was obtained.

4 | EXPERIMENTAL RESULTS

The pseudo-broadcast cue-sheet and cue-K-Drama data-
sets described in Section 3 contain reference songs, audio
tracks from 60 episodes of five Korean series, and the cor-
responding cue sheets. They share reference songs, but
their audio tracks and cue sheets differ. The audio tracks
of the pseudo-broadcast cue-sheet dataset consisted of
speech tracks recorded onsite, background music tracks,
and their mixture. The cue-sheet dataset was built from
the accumulated raw data. The Cue-K-Drama dataset
was constructed using TV broadcast audio recordings,
and the corresponding cue sheets were built by modifying
the cue sheets in the pseudo-broadcast cue-sheet dataset
through alignment with pseudo-broadcast audio clips. In
total, 723 distinct songs were used in the search. We eval-
uated the background music monitoring framework
described in Section 2 on the Cue-K-Drama dataset. We
conducted experiments to assess the impact of music–
speech separation on the music identification

F I GURE 1 Estimated corresponding time positions in two

audio signals (red dashed lines) and ground-truth start time

position of first occurrence of a background music track (green

line). At the beginning of the audio, additional elements are

included, such as age rating disclaimers or opening credits.

F I GURE 2 Time offset between two aligned audio clips

(A) before and (B) after filtering. The red dots indicate the shifting

positions.
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performance. We also performed experiments to detect
songs that were not present in the reference dataset, dem-
onstrating the potential for improving the music identifi-
cation performance based on the music detection results.

4.1 | Performance of music–speech
separation

Table 1 lists the SDR of the Avg-best and Low-best
models described in Section 2.2 on the music–speech sep-
aration dataset [24]. When mixed audio at SNR values
0 and �10 dB was separated into music and speech, the
model with the highest mean performance at 0 and
�10 dB achieved an SDR of 8.444. On the other hand, the
model with a slightly lower average performance but the
highest performance at �10 dB achieved an SDR of 7.107.

The music–speech separation results for the pseudo-
broadcast audio dataset using the two models are listed in
Table 2. We used the common source-separation metrics
of SDR, source-to-interference ratio (SIR), and source-
to-artifacts ratio (SAR) [31] provided by mir_eval [32]. As
the music SNR decreased, the SDR of the separated music
audio also decreased. However, there were differences in
the separation performance depending on the model.
When comparing the SDR results between 0 and �10 dB,
the Low-best and Avg-best models demonstrated better
separation performance at �10 and 0 dB, respectively.

4.2 | Performance of music
identification

To measure the music identification performance for
broadcast monitoring, we calculated the average preci-
sion, recall, and F1-score across all the episodes by

comparing the estimated and reference cue sheets. We
used the metrics available for the BAF dataset [1] at
https://github.com/guillemcortes/baf-dataset.

During broadcast monitoring for automatically pro-
ducing a background music cue sheet, estimating accu-
rate start and end times is necessary to provide
information on the background music duration. How-
ever, owing to the common fade-in/fade-out effects, the
start or end time may not be accurately predicted. In
addition, the most important aspect of distributing copy-
right royalties is identifying all correct songs inserted in
broadcast audio. Thus, we measured the performance by
considering the unique annotation to determine the cor-
rect song identification within a music segment without
considering the identified period. For instance, if a song
is used in two segments and identified in one segment
but not in another segment, the precision becomes 100%
and the recall becomes 50% regardless of the overlapping
in the identification segments.

The fingerprinting method [16] described in
Section 2.1 was used for music identification.

4.2.1 | Performance on Cue-K-Drama
dataset

The background music identification results for the Cue-
K-Drama dataset are listed in Table 3. The F1-score of
background music identification after applying music–
speech separation increased from 88.73% to 90.11% when
the Avg-best model was applied and to 90.52% when the
Low-best model was applied. The model that achieved a
higher separation performance at �10 dB was more effec-
tive in improving the performance of background music
identification.

When identifying background music in TV broadcast
audio, the precision was 95.17%, and the recall was
83.11%. Hence, the list of predicted songs was relatively
correct, but no identification occurred in many cases
although music was present. Because the recall could be
considerably improved, analyzing the factors that
reduced it may greatly contribute to improving the music
identification performance.

TAB L E 1 SDR of music for music–speech separation.

Model 0 dB �10 dB Average

Avg-best 10.157 6.731 8.444

Low-best 9.751 7.107 8.429

Note: The values for the best performance are marked in bold.

TAB L E 2 Performance of music–speech separation on pseudo-broadcast audio dataset.

Music SNR Model

Music Speech

SDR SIR SAR SDR SIR SAR

0 dB Avg-best 8.08 24.90 8.28 11.15 17.02 12.78

Low-best 7.23 26.27 7.37 10.33 15.43 12.31

�10 dB Avg-best 4.77 17.86 5.35 18.69 29.32 19.25

Low-best 5.29 19.60 5.77 19.10 28.79 19.86

Note: The values for the best performance are marked in bold.
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4.2.2 | Performance on BAF dataset

Table 4 lists the effects of music–speech separation on
the performance improvement of music identification for
the BAF dataset [1]. All precision values were over 96%,
indicating a high performance, whereas the recall was
very low at 62.17% for the broadcast audio. When apply-
ing music–speech separation, the recall substantially
increased to 83.22% and 85.32%. The F1-score of 90.69%
indicated the best performance when the Low-best model
was applied.

The experimental results indicated that the music iden-
tification performance for both datasets was improved by
applying music–speech separation. For the BAF dataset [1],
the recall was very low at 62.17%, whereas it increased to
85.32% after applying music–speech separation, approach-
ing a recall of 86.18% on the Cue-K-Drama dataset.

4.2.3 | Performance according to music SNR

Table 5 lists the music identification results according to
the loudness of music relative to speech in a pseudo-

broadcast cue-sheet dataset. The two signals were mixed
with SNRs of 0, �6, �12, and �20 dB. SNR values below
zero indicate that the loudness of the music is smaller
than that of speech. The average root-mean-square
(RMS) value of the entire pseudo-broadcast audio data
was calculated excluding silent frames, which can distort
the average value. We used function librosa.fea-

ture.rms to compute the RMS value for each audio
frame. The SNR was calculated as follows:

SNR¼ 20log
RMSmusic

RMSspeech
: ð1Þ

The precision values ranged from 98.7% to 98.9%, and
no substantial difference was observed in the perfor-
mance according to the SNR. When the SNR decreased,
the recall and F1-score also decreased. Figure 3 shows
that the F1-score for music identification increased after
applying separation with the Avg-best model, and it
decreased slightly at �20 dB when the loudness of music
was very small. In contrast, the recall and F1-score after
applying separation were the highest for the Low-best
model. In addition, the F1-score increased from 76.78% to
79.57% with the Low-best model even at �20 dB, when
the Avg-best model failed to improve the F1-score.

Even when identifying music using a clear music
track without speech as the input, the maximum
F1-score reached 95.07%, indicating the potential for per-
formance improvement beyond speech removal. Addi-
tionally, even when music was not mixed with speech, its
performance deteriorated slightly when the absolute
loudness decreased.

TAB L E 4 Performance of background music identification on

BAF dataset [1].

Input Precision Recall F1-score

Mixture 0.9657 0.6217 0.7564

Separated (Avg-best) 0.9662 0.8322 0.8942

Separated (Low-best) 0.9679 0.8532 0.9069

Note: The values for the best performance are marked in bold.

TAB L E 3 Performance of background music identification on

Cue-K-Drama dataset.

Input Precision Recall F1-score

Mixture 0.9517 0.8311 0.8873

Separated (Avg-best) 0.9522 0.8553 0.9011

Separated (Low-best) 0.9531 0.8618 0.9052

Note: The values for the best performance are marked in bold.

TAB L E 5 Background music identification performance according to music SNR on pseudo-broadcast cue-sheet dataset (%) (P,

precision; R, recall).

Mixture Separated (Avg-best) Separated (Low-best) Music (upperbound)

Music SNR P R F1 P R F1 P R F1 P R F1

0 dB 98.78 87.44 92.76 98.83 88.35 93.30 98.81 89.01 93.66 98.84 91.58 95.07

�6 dB 98.78 83.24 90.35 98.87 86.53 92.29 98.85 86.98 92.53 98.85 91.35 94.95

�12 dB 98.83 77.80 87.07 98.87 80.60 88.81 98.88 82.62 90.02 98.96 91.08 94.86

�20 dB 98.92 62.74 76.78 98.68 62.41 76.46 98.83 66.60 79.57 99.11 88.43 93.47

Note: The values for the best performance are marked in bold.

F I GURE 3 F1-score for music identification according to

music SNR.
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4.2.4 | Performance with music detection

Music detection is necessary to obtain accurate results in
monitoring TV broadcast background music by marking
all segments, including those for which music identifica-
tion fails. When a segment is detected as having music
but music is not identified, the unknown ID is assigned
to that segment. An unknown segment provides an
opportunity to improve the accuracy of the cue sheet by
reidentifying that segment after enlarging the database or
manually annotating the corresponding music data.

To measure the performance including the unknown
segments, we intentionally removed 5% of the songs from
the reference song dataset and revised the corresponding
IDs to unknown on the reference cue sheet. The music
detection results were then combined with the
music identification results from the reduced reference
song dataset. If no song was identified in the music seg-
ment, it was added to the music identification result and
marked as unknown. The minimum length of the music
segments to be added was set to 5 s.

As listed in Table 6, the precision slightly decreased,
possibly because the non-music segment was detected as
a music segment and marked as unknown. In contrast,
the recall and F1-score increased by detecting more
music segments that were not detected because the refer-
ence song was not included in the dataset. This confirms
that if music cannot be identified because the reference is
not in the dataset for searching, the music identification
performance can be improved by expanding the dataset.

4.3 | Performance of music activity
detection

The Cue-K-Drama dataset includes the timestamps of the
music segments and music IDs. Hence, it can be used to
measure the music detection performance by estimating
segments with background music in mixed audio of
music and speech.

To measure the music detection performance, we used
the segment-based metric provided by sed_eval [33], a
library related to sound event detection. All the titles in
the cue sheet were identified with the same music class,
and the two results were compared on a fixed time

window time_resolution, which was the desired seg-
ment length for evaluation and set to 1 s. The U-Net archi-
tecture with limited upsampling [28] was used for music
detection. As listed in Table 7, the precision and recall of
detection reached 94.83% and 92.95%, respectively.

5 | CONCLUSIONS

We introduce a monitoring framework for broadcast
background music that includes separation, identification,
and detection by separating music and speech, identifying
the extracted music signals, and detecting music segments
when music identification fails. In addition, we created
the Cue-K-Drama dataset with TV broadcast audio and
cue-sheet data for this framework. The dataset can be
used to accurately measure the performance of monitor-
ing background music in TV broadcast audio. The dataset
was constructed by collecting TV broadcast audio record-
ings and generating cue sheets using raw data from a
music production company. This overcomes the limita-
tions of relying on annotations. In addition to enable
monitoring of background music, the dataset can be used
to measure the music detection performance. Moreover,
the pseudo-broadcast music and speech audio dataset gen-
erated during the creation of the dataset can be applied to
measure the music–speech separation performance.

We conducted experiments to evaluate the perfor-
mance of music identification with and without music–
speech separation on the Cue-K-Drama and BAF data-
sets [1]. It was confirmed that music–speech separation
improves the music identification performance. In addi-
tion, a model with a high score at a low music SNR pro-
vides a higher performance when there is a negligible
difference in the overall performance.

When specific songs are not included in the reference
music dataset, the added music detection allows to
increase the accuracy of the estimated cue sheet by

TAB L E 6 Performance of background music identification with music detection on Cue-K-Drama dataset.

Mixture Separated (Avg-best) Separated (Low-best)

P R F1 P R F1 P R F1

Without detection 0.9533 0.8059 0.8734 0.9523 0.827 0.8853 0.9537 0.8339 0.8898

With detection 0.9433 0.8268 0.8812 0.9432 0.8479 0.893 0.9446 0.8548 0.8975

Note: The values for the best performance are marked in bold.

TABL E 7 Performance of music activity detection on Cue-

K-Drama dataset.

Input Precision Recall F1-score

TV broadcast audio 0.9483 0.9295 0.9384
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reidentifying it after enlarging the database with missing
song data.

There was a considerable difference between preci-
sion and recall. When music identification with separated
music audio achieved an F1-score of 90.52%, the preci-
sion was very high at 95.31%, and the recall was low at
86.18% on the Cue-K-Drama dataset. In future work, we
will analyze failure cases and investigate methods to
improve the recall.
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