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Abstract

Medical signal processing requires noise and interference-free inputs for pre-
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cise segregation and classification operations. However, sensing and transmit-
ting wireless media/devices generate noise that results in signal tampering in
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impulse response design based on a two-level transpose Vedic multiplier. The
proposed architecture identifies the zero-noise impulse across the varying
sensing intervals. In this process, the first level is the process of transpose array
operations with equalization implemented to achieve zero noise at any sensed
interval. This transpose occurs between successive array representations of the
input with continuity. If the continuity is unavailable, then the noise interrup-
tion is considerable and results in signal tampering. The second level of the
Vedic multiplier is to optimize the transpose speed for zero-noise segregation.
This is performed independently for the zero- and nonzero-noise intervals.
Finally, the finite impulse response is estimated as the sum of zero- and
nonzero-noise inputs at any finite classification.
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1 | INTRODUCTION

was implemented to analyze nonlinear audio signal
effects. Audio effects contain impulsive noise that causes

Noise reduction is the process of removing or eliminating
noise from signals. Noise reduction is important for
improving the performance range of applications [1].
Finite impulse response (FIR) filters are applied to finite-
time impulse responses. The FIR filter is commonly used
to estimate the average amplitude of the signals and
reduces the latency in the estimation process. FIR-based
signal interference reduction methods have been used in
signal processing systems [2, 3]. An analysis technique

miscommunication between processing systems [4]. The
identified effects produced response codes that elimi-
nated the unwanted noise from the signals. An FIR filter
is primarily used to modify signals based on noise [5].
The FIR-based method increased the accuracy of the
noise reduction process.

Improved noise reduction based on FIR filters has also
been used in signal processing systems. The FIR filters the
response time of the signals using division and frequency
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points. The filtered data provide optimal characteristics
for the noise reduction and elimination processes. The
improved method reduces the energy consumption ratio
during the computational process [6, 7].

The Vedic multiplier reorganizes the conventional
multiplication process. The Vedic multiplier is fast in the
multiplication process and reduces the time-delay ratio in
the computation process [8]. A Vedic multiplier was used
for the FIR architecture filter variables at a high-speed
ratio. Vedic multipliers are commonly used to develop
digital signal processing (DSP) applications. A Vedic mul-
tiplier based on the FIR filter was used for the DSP. An
FIR filter was used to analyze the key characteristics and
frequency ratios of the signals [9]. The FIR filter optimizes
the Vedic mathematics to perform the necessary tasks in
processing systems. This method aims to identify the
noise present in the signals. Additionally, this method
also detects noise in complex arrays, which reduces the
time-consumption ratio in DSP systems [10]. The Vedic
multiplier achieves zero noise in the signals and improves
the feasibility and significance range of the processing sys-
tems. An FIR channel configuration framework based on
the Vedic multiplier algorithm was also used in the pro-
cessing systems. The configuration framework segments
the signals using an FIR channel that minimizes latency
in subsequent processes. This configuration framework
enhances the performance of processing systems [11, 12].

Vedic multipliers were used to calculate the variables
and achieve saturated optimization in different computa-
tional fields. A Vedic multiplier is also used to achieve
zero noise in signal-processing systems [13]. The actual
goal was to obtain zero noise in the signals during the
transaction and data-transfer processes. A novel approach
based on a Vedic multiplier was used for signal proces-
sing [14]. The exact functions of the signals were calcu-
lated based on integrated circuits. The Vedic multiplier
analyzes the digital signals and produces the necessary
information for data processing. This novel approach
reduces the noise ratio in signals and improves the func-
tional capabilities of the processing applications [15]. An
FIR filter-based method was used to achieve zero noise
during signal processing. The FIR filter monitors the noise
in the signals [16]. The FIR filter also detects the cause of
the interruption present in the processing systems. The
FIR-based method optimizes the response time of signals
in signal processing systems. The FIR-based method
estimates the total noise in signals, which increases the
accuracy of signal classification and estimation processes
[12, 16]. The contributions of this study are as follows:

1. Designing an FIR based on a two-level transpose
Vedic multiplier for medical signal noise reduction
with segregation;

2. Modifying the operations of conventional Vedic multi-
plier with two levels for nonzero equalization and
optimization for finite signal classification; and

3. Performing a comparative analysis using definite met-
rics and methods for validating the proposed method’s
efficiency.

2 | RELATED WORKS

Guo and others [17] proposed a maximum correntropy
FIR (MCFIR) filter for industrial applications. The
MCEFIR filter estimates the problems based on the sever-
ity and conditions of the process. A Gaussian filter was
implemented to provide cost functions for the applica-
tions. The MCFIR filter increases the filtering perfor-
mance range, which reduces the complexity of the
computational process. The proposed filter improves the
robustness of the systems.

Qiu and others [18] developed a new FIR filter for
rapid single-flux-quantum technology. Stochastic comput-
ing (SC) was used in the filter to reduce the computational
cost ratio of the system. The SC theory also minimizes the
adders and multipliers during the filtering process. The SC
is designed to identify the logic behind the target fre-
quency. The developed FIR filter enhanced the feasibility
and significance range of the rapid single-flux quantum.

Ramirez-Chavarria and Schoukens [19] introduced an
artificial neural network (ANN)-based nonlinear FIR
(NFIR) scheme. The main objective of this scheme was to
identify nonlinear impulse responses in various applica-
tions. The ANN detects delayed inputs and solves issues
that occur during the computation process. The ANN
algorithm minimized the sensitivity ratio of the systems.
The introduced NFIR scheme reduced the delay level in
the finite-impulse identification process.

Carlini and others [20] proposed a new tool to predict
and analyze the inertia in power systems. A minimum-
variance harmonic FIR filter was used to filter the neces-
sary data for the prediction process. The goal was the
identification of sudden changes and issues occurring in
power systems. The FIR filter monitored the inertial
values and behavioral patterns of the system. Experimen-
tal results showed that the proposed method increased the
accuracy of the inertia prediction and analysis processes.

Li and others [21] developed a fuzzy adaptive FIR
Kalman filter (KF) algorithm for global navigation satel-
lite systems. The developed method used an auxiliary
optimization algorithm to improve the development range
of systems. The KF was primarily used to reduce the noise
level of the given inputs. Abnormal noise and activities
were detected using fuzzy adaptive FIR KF, which
reduced latency in subsequent processes. The developed
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method improved the performance and accuracy of track-
ing elements in the global navigation satellite systems.

Wu and others [22] proposed an FIR filter-based fault
estimation method for linear discrete time-varying
(LDTV) systems. The actual conditions of the system
were estimated using an FIR filter. A fault estimation
algorithm was implemented to identify the causes of
faults in the LDTV. A fault estimator was used to detect
faults based on the task priorities. The proposed method
increased the feasibility and robustness of LDTV systems.

Pu and others [23] introduced an expectation-
maximization algorithm using an FIR filter for time-
delayed output-error models. The main aim of this
method was to identify random delays that were present
in systems. It also estimated the parameters and time-
delay ratios of the systems. Noise was identified in the
system; this process reduced the computational cost
range during the execution of tasks. The proposed
method increased the accuracy of time-delay detection,
which enhanced the feasibility of the systems.

Wang and others [24] designed a gradient-based itera-
tive parameter-estimation method for FIR systems. The
proposed method estimated parameters and noise in non-
linear systems. This reduced the problematic aspects pre-
sented in the systems and improved the significance level
of nonlinear systems. The proposed method improved
the overall computational efficiency and reliability range
of FIR systems.

Jain and others [25] proposed a power-efficient, mul-
tichannel, low-pass filter for digital image processing. A
cascade multiple accumulation FIR (CMFIR) was used to
filter the delay and response times of the systems. The
CMFIR also detected low-pass parameters that provided
the necessary solutions to solve these issues. CMFIR fil-
ters enhance the functional capabilities of image proces-
sing systems. Compared with other methods, the
proposed filter increased the effectiveness of the system.

Karthick and others [26] introduced a linear-phase
FIR (LPFIR) filter using a water-strider optimization
algorithm for a field-programmable gate array (FPGA).
The LPFIR filter was primarily used to estimate the coef-
ficients of the optimal filter. This evaluated the optimal
coefficients for further processes. The introduced filter
minimized pass ripple, which increased the significance
ratio of the system. The introduced LPFIR filter improved
the performance and feasibility of FPGA systems.

Ganatra and Vithalani [27] developed a variable
step-size, variable tap length delayed error-normalized
least-mean-square noise algorithm. The developed algo-
rithm is primarily used for noise reduction in FPGA
systems. It filters the adaptive structures based on a boost
multiplier. The boost multiplier improves the perfor-
mance of the noise-reduction process. The developed

method improved the sustainability and mobility range
of FPGA systems.

Zhang and others [28] designed a Lorentzian optimi-
zation method to recover sparse signals from two types of
impulsive noise. The main objective of this method was
to solve optimization problems. It is used as a smoothing
strategy to provide effective services to systems. The pro-
posed method reduced optimization problems that
occurred during signal recovery. It also increased the
accuracy of sparse signal recovery from noisy parameters.

MejiaCruz and Davis [29] proposed an event recon-
structing adaptive spectral evaluation approach for the
noise-removal process. The proposed approach was com-
monly used to estimate noise in structural acceleration
signals. A spectral abstraction technique was used to
remove the unwanted noise from the signals. The pro-
posed approach increased the localization accuracy and
improved the performance of the filtering process.

The methods discussed above rely on the impulse
response to address the severity and nonlinearity in multi-
plier systems, as also shown in the literature [17, 19, 25].
Other methods, as also discussed in the literature
[18, 24, 27], rely on exclusive filters for noise suppression
and optimization of multiplier operations. Differential
noise suppression and multilevel operations were facili-
tated by the proposals in the literature [23, 28]. The
aforementioned methods and techniques did not focus
adequately on tamper resistance and equalization for
noise-control sustainability. This key feature motivated
the development of the proposed architecture.

From the summary listed above, it is noted that the
FIR design depends on stagewise optimization to improve
noise suppression. However, conventional Vedic architec-
tures rely on limited architectures to improve the FIR
swiftness across various stages. In conventional optimiza-
tion processes, self-interference cancellation and zero-
noise response are mandatory to prevent continuous-
to-discrete interval segregation. However, with limited
hardware constraints, the overhead increases without
preclassification of the intervals. Handling multiple chan-
nels is mandatory to improve the signal and prevent
noise overlapping for better FIR designs. These features
motivated us to design a novel multiplier with a two-level
transpose using a conventional Vedic multiplier.

3 | FIRDESIGN BASED ON TWO-
LEVEL TRANSPOSE VEDIC
MULTIPLIER

In medical signal processing, obtaining reputable
and precise information is essential for the protection and
categorization of signals [30]. However, noise and
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intervention from sensing and wireless transmission
devices help manipulate signals and thwart feature extrac-
tion processes. To address these issues, a novel approach
based on an FIR architecture and on FIR design based on
two-level transpose Vedic multiplier (FIR-TTVM) is intro-
duced herein. An overview of the FIR-TTVM is shown in
Figure 1.

The proposed FIR-TTVM architecture determines and
terminates noise impulses during different sensing inter-
vals. To achieve this goal, this architecture consists of
two processing levels. At the first level, this procedure
involves transposing the array operations with equaliza-
tion, which helps achieve zero noise at any sensed inter-
val. Transpose operations occur between successive array
representations of the input signal while ensuring conti-
nuity. This continuity is important because (when
disrupted) it results in higher noise levels and signal tam-
pering. By meticulously controlling the transpose opera-
tions, this architecture effectively reduces or eliminates
noise during sensing intervals. The second level of the
Vedic multiplier is responsible for optimizing the trans-
pose speed, specifically for achieving zero-noise segrega-
tion. From a technical perspective, the proposed
architecture describes interval classification, its mapping
toward transpose/interference, and the FIR design. In
particular, finite-interval-based grouping is exceptional
for handling noise suppression across various intervals.
Preclassification of intervals is optimal for differentiating
the required filtering and grouping instances. These
constructive aspects form the technical contributions of
the proposed architecture with less overhead and a con-
ventional design.

The input signal is extracted for interval continuity
verification. This procedure helps secure a smooth and
uninterrupted flow of data between successive intervals.

This architecture efficiently determined and reduced
unnecessary voice noise interruptions by demonstrating
and managing continuity in the acquired signal intervals.
This step primarily helps identify precise signal proces-
sing. This input is then used to check the interval
continuity and is used as the input for an additional
zero-noise-checking procedure. The process for determin-
ing the signal input is described by the following
equations:

(%) =@, (1a)

0 a<l

X (a-1)/(y—1)|1<ax<x
1(2) =3 ey xsasy {0

0 y=a

where 7 denotes the extracted input signals, a represents
the precise information of the acquired signal, x denotes
the time intervals of the signals acquired, and y
denotes the noise impulses. After determining the input
signals, an interval-checking process was performed. This
checking process helps evaluate each successive interval
of the acquired input signal to secure its continuity and
featureless transition between intervals. Any interrup-
tions or inconsistencies in the interval between them are
indicated as noise or interference. An interval continuity-
checking process is necessary to determine and separate
intervals with zero noise. This acquired nonzero noise
helps in the subsequent optimization of the transpose
speed of the precise segregation and categorization of the
signals. The process of obtaining the interval continuity
of the acquired input signals is explained by the following
equation:

> X @

Finite Interval

Transpose

ML - '/\—)v
A 4 »y W

Groupin
47474 a ping
Signal Input i
g P Continuity . Zero Noise
)| FIR Filter Sk
Interference )
Discrete
FIGURE 1 Overview of the finite impulse response (FIR) two-level transpose Vedic multiplier.



PRASAD ET AL.

X(+)y = (x1, X2, X3) () W1, Y25 ¥3) = {X1 + Y1, X2+ Y50 X3+ Y3}

X(—=)y = (x1, X2, X3) (=) V1> Y2r ¥3) = {X1 = Y1, X2 = Y25 X3 = Y3}

‘Y(X)y: (xl? X2, x3)(><)(yla Y2, y3) = {xl X Y15, X2 X Ypy X3 ><y3}
(

)y = (X1, X2, X3) (/) V1> Y2» ¥3) = {21 /Y15 X2 /Y25 X3/¥3} [
such that,

X= {Vyl’ Vy,, Vy3}

2)

where V denotes the interval continuity of the acquired
signals. In this continuity-checking process, the
continuous and discrete intervals were determined. In
this determination operation, if there are no
interruptions or gaps in the signals in which the data
points are connected, a smooth interval appears to exist.
Discrete signals were considered if there were any inter-
ruptions in the data points during the connection. In
addition, if there is no flow of precise information in the
data, it is represented as a discrete interval of signals. The
interval continuity check process is illustrated in
Figure 2.

The interval continuity is verified using ys in a€x. In
the successive intervals (as in the case of consecutive x),
y_(x — 1) is estimated to identify discreteness. The
interference suppression is validated as (x + y) or (x — )
depending on V. Therefore, (x + ) is the suppression that
refers to continuity whereas the other one (x — y) refers
to the discrete interval for segregation (refer to Figure 2).
Based on this continuity, further grouping of nonzero-
noise signals was performed using the Vedic multiplier.
The process of determining the continuous and discrete
intervals of the signals is described by the following
equations:

Z(x,y)= \/%(xl —y1)2 + (x2 —J’z)2 + (%3 —J’3)2’ (3a)

/\\//\ . E—
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(1 =) ={(Vyy +Vx1) + (Vx1 = Vy,)},  (3b)

where x=0,1,2,3, ..,n, y=0,1,2,3,...,n, and Z
denotes the type of interval continuity of the acquired sig-
nals. If the interval is discrete, interference is determined.
Interference occurs if there are interruptions between
signals. These are extracted from the discrete intervals
for further grouping of nonzero noise. To acquire the
interference from the signals, this process analyzes the
frequency patterns of the data points within discrete inter-
vals. By comparing these characteristics with expected
signal intervals, the process separates the interference
present in the signal. After determining the interference,
appropriate filtering is used in the reduction procedure.
The process of identifying the interference from the
acquired signals is explained by the following equations:

6: [al]] nx;j’ (48')
aij :JNCU XX, (4b)
a=(j=12,3,..,}j), (4c)

Q={Q),i=1,2, ., mj=1,2,3,.,j},  (4d)

where x;=(i=1, 2,3, ..,n), i=1,2, ...,nj=1,2, ..., j, Q
represents the interference, i denotes the frequency of the
acquired signal extracted for the checking procedure, and
J represents the determined pattern of the signals. After
identifying the interferences, they are used in the process
of the Vedic multiplier to determine the finite intervals.
The Vedic multiplier incorporates the interference infor-
mation to optimize the transpose speed of the acquired
signals. In addition, this multiplier considers the filter

Input Signal v l
18] Ve Continous
/—) X P y
> —>
X = Y
Discrete
FIGURE 2 Interval continuity check process.
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process in the optimization procedure to determine zero-
noise outcomes. For the precise determination and classi-
fication of finite intervals, these interferences are used in
the subsequent process; this process is expressed by the
following equations:

Pj= (xu Vi Zu) (5a)
1 z
XU:ZU{XU}—{YU}ZEZUJ’U"ZU'—ZU-{XU}’ (5b)

=Sy )]}

~

Q= [Tij]ixj’/l\): [Rij]ixj’ él} :Pij(’)z (5d)

where P represents the interference information to be
used in the subsequent Vedic multiplier process. The
interference is reduced using the FIR filter procedure by
checking the status of the interval continuity. The identi-
fied interference was effectively reduced by using the FIR
filter procedure. This filter was used to remove particular
frequency components associated with interference while
maintaining the essential features of the input signal.
This filter helps reduce unwanted noise and interference,
thus resulting in a more reliable signal for subsequent
signal processing. The process of the FIR filter used to

reduce interference is explained by the following
equation:
0 t<a<l
a(n) =
t otherwise
ap(n+ An) 1—aAn aAn ao(n)
a(n+An)| | aAn 1—aAn| |a(n)| ¢, (6)
a t
a(n) _a+An+a+An
a
a(n) = a+An

where «a is represented by the unnecessary noise disrup-
tions (in the form of interference) in the signal. Addition-
ally, the information about the FIR filter in reducing
interference was used in the Vedic multiplier procedure.
This filtering process also helps the assessment of the sta-
tus of the acquired signal intervals. This process also
ensures that the filtered output maintains smooth transi-
tions between successive data points. Algorithm 1 pre-
sents the interval classification steps.

Algorithm 1 Interval Classification

Input: n, x
for a € n do{

_ (a-1)
-1

iff(x < a)ll(a = K

x\ _ x=y)
n (y) - (x-1)
(a-1) I (x—=y)
-1 (x-1)

if{v € 8:3}{

compute (i) Vi<asx

identify IV €

compute x = {Vy;, Vy,, ..., Vy,}, Va€en

if{V = (x + y)}{

compute Z (%, y)V(x — y)?
The sequence is continous
else

V =x—yand

i=1, 2, .., nand

Q=layl v ;112

The sequence is discrete
} end if
} end if
Update X = {Vy,}VV € (x +y)
x={Vy,1}VVEx—y)

} end if
} end for

By conserving the interval continuity of the input
signal, the FIR filter prevents signal disruptions by estab-
lishing precise signal processing. Hence, the determined
outcomes helped the Vedic multiplier operation to pro-
duce zero-noise outputs. The process of using an FIR fil-
ter to check the interval continuity of the acquired signal
can be explained by the following equations:

Aay

- /11(12 +/12(11 + 11/12
o +a—m)

" (2 +a)[(h +a1) = (A +a)]

az(l’l

(7a)

/12612

a(a) (7b)

T haa+ o+’

where 1 is represented as the FIR filter operation in
reducing the interferences. If the interval is continuous,
then the transpose array operations are determined using
a Vedic multiplier. The transposing process for zero noise
is shown in Figure 3.
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Transpose

A 4

A

FIGURE 3 Transpose process illustration.

A transpose was performed to identify V' from T}; and
(Z, Q). The validation was performed with Z to transpose
T; to identify a. If the transpose is not validated by «,
then Q is used for the transposition of R; instead of Tj.
The modified transposes are y and n for recurring P for
detecting A€V (refer to Figure 3). This transposition
occurs between successive representations of the input
with continuity. A Vedic multiplier was used to optimize
the transpose speed and achieve zero-noise segregation
within a continuous interval. By performing efficient
transpose operations between successive array represen-
tations of the input signals, this architecture ensured that
continuous intervals were free from noise interruptions.
These outcomes also aid in precise signal classification
and feature extraction of the acquired input signals. The
process of determining the occurrence of a transposition
between successive array operations is explained by the
following equations:

1

OO -
p- : (8b)
C(hta)[(et @) - (hta)]
- . (80)
"t e[ +m) — (o +a)]
o(n) = anla(n) :/11(12 +/121012+061052
_ —(la+o—a) (8d)

(2 +a)[(A2+a2) — (A2 +an)]

where § denotes the determined transpose outcome and
y represents the successive array operations. For the

detection of the transpose between successive array oper-
ations, a Vedic multiplier was used. To speed up the
operation, information about the interference and FIR fil-
ter operation was used. After the extraction of the
transpose, the finite interval of the signal was estimated.
This procedure helped maintain the integrity and accu-
racy of continuous intervals during signal processing
operations. This process can be explained by the follow-
ing equation:

alan=ilay_1=iay_2=n..)=a(an=ila,_1 =i)
aj=n(an=jla,1 =1i)

wherel <i,j <N

ajj > OV],I
Zj:laij =1
» 9)
zi=a(An=i)

wherel <i<n

__Q
P+Z

P=1-1/ [y<1+1;Qx%)]

where 7 represents the speeding procedure of the Vedic
multiplier operation. The finite interval was determined
from the transpose using the Vedic multiplier. By utiliz-
ing the processed transposed data information, this pro-
cess determined the exact bounds of finite intervals in the
acquired input signals. These finite intervals represent
noise- and interference-free signals, thus enabling precise
signal processing and categorization.

The Vedic multiplier was used to determine finite
intervals from the transposed data with the help of inter-
ference information and the FIR filter process. This
finite-interval detection process (which used a Vedic mul-
tiplier) can be explained using the following equations:

n

Gla) =Y " am(a)
= Z:;la.aij (1 — aij)

=(1—ay) %ij (anla;)
=(1- ““)ﬂ%y <1 fiiflii) 1o
B 1
C(1—ay)
;i =F;(G)

=a(k=an| =]}



626—|—W1 LEY-ETRI Journal

PRASAD ET AL.

Hj:lanziﬂﬂn(i) =1
H]::ﬂn-Q(/lly) =1

1
)= ——
Q(lr) o
ONCEZED Dt el TR

= _Zi:1a(n)

pn(i)=1, 1<i<n

pr(i)=> " (i), 1<i<n

where G is a finite interval determined from the trans-
posed data. These finite interval signals were then
grouped to identify the nonzero-noise intervals. The sec-
ond Vedic operation is illustrated in Figure 4.

The second operation of the Vedic multiplier opti-
mizes the speed of the first layer. This optimization is
required for y (under j and «) for array transposition.
Transposition is required for T; and R;; across Z to iden-
tify G or P. G or P is grouped after the r operation to
achieve zero-noise throughout for Q and y (Figure 4).
This grouping process helps targeted noise elimination
and further optimization of the transpose speed to
improve signal accuracy. This was performed indepen-
dently for zero- and nonzero-noise intervals grouped by
the transpose operator. The process of grouping the finite
intervals can be explained by the following equations:

 wp0) a@p)
ERERE N VRTTGTAC I ST GH
> (i) _ Z?::llat(i)ﬂt(i)
SN0 wipn)
Ry
T 7 operation

n nn n nn

=
‘@‘

T

FIGURE 4 Second Vedic operation process.

Z(i,j) = 21:1 (a, - a,-j)T (an — aij)

G(n,N) = {ail,...,aiz_l}, {aiz,...,aiz_l}, ...... ,{ain,...,an}

Zla(n.0] =) Z(ij.ij+1-1) . (13a)
Ziplan0) =20

Z{pila,Q} = Zn:17(a’ﬁ)

0 a<x
11 = y+x
—+-a (a——) x<a<y
2 2 y—x 2
7(a) = 1 y<a<z,
L 1a ‘ <a<
2 2% ¢ asx
0 azz

where 7 is represented as the grouping of the acquired
finite intervals. From this, nonzero intervals were deter-
mined. The final estimation of the FIR was obtained by
associating the outputs from both the zero and nonzero
intervals determined during signal processing. By adding
these outputs, the architecture effectively established a
noise-free signal by eliminating unwanted noise interrup-
tions. The grouping process is as follows.

Algorithm 2 Grouping Process

Input: o, j

for{V € (x + y){

compute a(n) using equation (8d)

L1:

compute  (an = i|a,_; = i) using equation (9)
if {Gla;] = a,m;(a)}then

compute P using equation (9)

iff(x <a)ll(a<y)} and {(Z < a)ll(a <)} {
perform t(a)VV € (x + y)

update G(n, N)

elseif {(a < x)lla = 2) } {

Vex—y)

discard 7 (a)

end if d

update Z{B;|a;Q} using equation (13 a)

if {r(a) == 7(m)}

End

else
Goto L1;
end if

Updatea—(yz;x) vIiex=y)
}end if
end for
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The process of determining nonzero intervals from the
previous operation is explained by the following equation:

X X1 X —Xix1
__1’: 1 -
Xo Xo X1 Xo
X
R
Q(T:O)za(x—l < x—1D
X0 X1
% 2 . (14)
=(ap—|=-1/1 <|1=-1
(a2 1| avapr <2 -1])
X
(xl _aﬂ)
X X
Uzl{ *_qls __1’}
Xo X1

where U represents the zero-noise check interval. This
process helps detect interference using discrete interval
continuity. The filter design is shown in Figure 5.

The filtering process incorporates R; and Tj; for noise
reduction. The noise reduction process d was pursued for
peTy and = was performed. The variations (z € 7) were
suppressed using all (i, j) values across the (x + y),
(x — »), and (x x y) operations. This was required to
remove additional noise interruptions across different

FIGURE 5 Filter design using 7.
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signal inputs (Figure 5). Therefore, an FIR filter was used
to reduce the interference; hence, this information was
used in the Vedic multiplier process. The transpose was
detected between successive array operations, and the
finite intervals were then determined and grouped. Based
on this classification, nonzero intervals were extracted.
The Q and « values were validated for a sample input sig-
nal with x = 50 s, as shown in Figure 6.

Q and « are the identified intervals of the required
output signals to achieve high-filtered outputs. Consider-
ing the (x+y) and (x—y) for multiple T; and R, this is
induced for j and Z. Based on the second level of multi-
plier operation, the  value was required for further noise
suppression. This is pursued for (x,y) inputs for new z.
Thus, the multiplier transpose induces the changes
between successive intervals for suppression of Q and «a
(Figure 6).

4 | RESULTS AND DISCUSSION

This section presents an assessment of the proposed
method using the classification, noise, delay, and inter-
rupt rate metrics. The results and discussion of the previ-
ous and pursued analyses are provided in Yamanashi and
others [31]. These data provide a Verilog-based logical
FIR design. Based on this information, a nine-layer pro-
cess with a current density of 10 kA/cm” was endorsed in
this study for analysis. The CONNECT open data library
was used to verify the nine-layer process using Verilog
software. The time interval was varied between 10 and
100 s, and the normalized frequency ranged between 0.5
and 3 Hz for the assessment. The CMFIR-CIC [25],
NFIR-ANN [19], and LPFIR-water-strider optimization
algorithm [26] methods were introduced in Section 2.

4.1 | Classification

The classification process is effective in this method with
the help of a precise interval continuity-checking proce-
dure. After extracting the interval continuity, continuous
and discrete intervals were determined. If the interval
was continuous, a transpose determination was per-
formed. If the interval was discrete, the interference and
its reduction processes were performed.

The finite interval was identified and grouped. After
grouping the finite intervals, nonzero-noise intervals were
extracted based on the outcome of the Vedic multiplier
process. The Vedic multiplier incorporated the interference
information to optimize the transpose speed of the
acquired signals. The interference and FIR filter informa-
tion were then used in the Vedic multiplier to speed up
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the identification operation of nonzero-noise intervals.
The nonzero-noise outcome helps the subsequent optimi-
zation of the transpose speed of the precise segregation
and categorization of the signals (Figure 7).

4.2 | Noise

Noise was reduced using this method by the Vedic multi-
plier in the classification procedure. After acquiring the
transpose and interference from the interval continuity,
the grouping process of the nonzero intervals was per-
formed. Using a Vedic multiplier, the accuracy of the pro-
cess was enhanced by mitigating unnecessary noise and
interruptions. From the input signal, the interval continu-
ity was determined for a further classification process in
which the finite interval was identified. Based on this,
noise and zero-noise intervals were extracted using a
Vedic multiplier. A Vedic multiplier was used to optimize
the transpose speed and achieve zero-noise segregation
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within a continuous interval. The FIR filter helped reduce
unwanted noise and interference; this resulted in a more
reliable signal for subsequent signal processing. By con-
serving the interval continuity of the input signal, the
FIR filter prevented signal disruptions by establishing
precise signal processing. Hence, with all the aforemen-
tioned features of the Vedic multiplier, noise was reduced
during this process (Figure 8).

4.3 | Delay

The delay in the process was smaller in the zero-noise
interval detection process with the aid of precise interfer-
ence and mitigation information. Transposition was
performed when the interval continuity was continuous.
This transposition occurred between successive represen-
tations of the input with continuity. For the detection of
the transpose outcome between successive array opera-
tions, a Vedic multiplier was used; to speed up the
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operation, information about the interference and FIR fil-
ter operation was used. After the extraction of the trans-
pose, the finite interval of the signal was estimated. This
procedure helped maintain the integrity and accuracy of
continuous intervals during signal processing operations.
In addition, it helped reduce the delay between processes
while it estimated zero-noise intervals. Utilizing the pro-
cessed transposed data information, this process deter-
mined the exact bounds of finite intervals in the acquired
input signals (Figure 9).
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4.4 | Interruptrate

The interrupt rate was lowered by mitigation in this pro-
cess using the FIR filter after the evaluation of the inter-
val continuity. Interference occurred if the interval
continuity was discrete. This interference was reduced by
using the FIR filter and by checking whether there was
intervals continuity. This filter was used to remove partic-
ular frequency components associated with interference
while maintaining the essential features of the input
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TABLE 1 Difference improvements between the proposed and existing methods.
Metrics CMFIR-CIC NFIR-ANN LPFIR-WSOA FIR-TTVM
Time
Classifications 28 40 70 96
Noise 0.064 0.054 0.044 0.036
Delay 1.29 1.1 0.86 0.405
Interrupt rate 0.02 —0.102 —0.029 —-0.119
Normalized frequency
Classifications 24 44 74 87
Noise 0.062 0.052 0.038 0.0387
Delay 1.27 1.09 0.657 0.486
Interrupt rate —0.018 —0.05 —0.108 —0.133

Abbreviations: ANN, artificial neural network; CIC, cascaded integrator comb; CMFIR, cascade multiple accumulation finite impulse response; FIR, finite
impulse response; LPFIR, linear-phase finite impulse response; NFIR, nonlinear finite impulse response; TTVM, two-level transpose Vedic multiplier; WSOA,

water-strider optimization algorithm.

signal. This filter helped reduce unwanted noise and
interference; this resulted in a more reliable signal for
further signal processing. To acquire the interference
from the signals, this process analyzed the frequency pat-
terns of the data points within discrete intervals. By com-
paring these characteristics with expected signal
intervals, the process separated the interference present
in the signal. After identifying the interferences, they are
used in the process of the Vedic multiplier to determine
the finite intervals. This information was used in the
Vedic multiplier to accelerate the operation (Figure 10).
Table 1 presents the benchmark differences between the
proposed architecture and existing methods numerically.

The proposed TTVM improved classification by 8.68%
and reduced noise, delay, and interrupt rates by 9%,
10.47%, and 8.2%, respectively, at various times. The pro-
posed architecture improved classification by 8.2% and
reduced noise, delay, and interruptions by 11.9%, 8.66%,
and 7.43%, respectively, at the various normalized
frequencies.

5 | CONCLUSION

In this study, a two-level transpose Vedic multiplier was
employed for the FIR design to handle noise in medical
image signals. This optimization procedure was per-
formed independently for intervals with zero noise and
those with nonzero noise, which were grouped from the
previous transpose levels. This architecture improved the
accuracy of signal segregation and classification by modi-
fying the transposition speed for various noise intervals.
Therefore, the FIR-TTVM associated the outputs from
both zero-noise and nonzero-noise intervals to evaluate
the FIR. This aggregation of outputs effectively main-
tained the reputable signal while effectively reduced the

impact of noise and interference. By employing a TTVM,
the proposed approach effectively determined and man-
aged noise impulses; this resulted in more precise and
reliable medical signal analysis and recognition. Based on
the comparative analysis, the proposed method was
observed to improve classification by 8.68% and reduce
noise by 9% for varying time intervals. However, the pro-
posed method was stuck in the nondifferentiation phase
between continuity and discrete intervals. This is particu-
larly true for zero-noise equalization for which further
optimization is required. Considering the need for optimi-
zation, finite derivative-based incorporations are planned
to be assimilated between the equalization processes.
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