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Abstract 

Currently, many industrial fields are pursuing research and development toward a hyper-connected society. 

However, as we become a hyper-connected society that perceives virtual reality as if it were reality, accurate 

classification of data to recognize objects, emotions and facial expressions must be accompanied. In other 

words, only when data meaning objects, emotions, and facial expressions are accurately classified will 

reliability of cognition and recognition be obtained not only in the physical world but also in a 

hyper-connected society. In addition, errors in perception and recognition of objects, emotions, and facial 

expressions can be reduced through big data analysis, and it will be protected from secondary incidents and 

damages. Therefore, in this study, we try to find out whether the classification of data is well done in the stage 

where AI with automatic cognition ability recognizes and recognizes objects, emotions, and facial expressions, 

and whether the data classified according to characteristics is a reliable classification result. In the experiment, 

when classifying data using a decision tree, we plan to conduct a study to find out whether the classification 

criteria of the data affect the classification criteria according to the degree of correlation between variables.  
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1. Introduction 

The 4th industry aims to create a hyper-connected society with the goal of building an optimal 

management system for each field's characteristics by connecting all fields of society centered on AI [1,2]. 

The fields of research and development aimed at this hyper-connected society include national R&D, large 

corporations, government offices, universities and research institutes, and the core technologies can be said 

to be all algorithms utilizing ICT technologies such as AI, Big-data, IOT, and Metaverse. These technologies 

come together to realize a hyper-connected society, and within it, a convergence world without boundaries 

between ‘virtual to reality’ and ‘reality to virtual’ is realized. Attempts to connect various fields into a 

hyperconnected society using these various AI implementation technologies are continuing, and the trend is 

to expand around countries that use ICT technology worldwide. As a step-by-step process to realize a 

complete hyper-connected society, the current era discovers new models by using big data analysis based on 

data collected in specific fields [3-5]. There are increasing attempts to present future visions by inferring and 

predicting new values with new models [6,7]. In addition, by using these technological capabilities, 
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individual small business owners, commercial people who want to open a business, and people preparing for 

employment are trying to maximize their income, profits, and self-empowerment by using the core 

technologies of the 4th industry. 

However, the more hyper-connected society recognizes virtuality like reality, the informativity of data for 

recognizing objects, emotions, and expressions must also be accompanied by accurate data classification 

[8-10]. In other words, only when data meaning objects, emotions, and expressions are accurately classified, 

errors in recognition and recognition of objects, emotions, and expressions can be reduced through big data 

analysis and protected from secondary events and damages [11]. In order to realize a reliable 

hyper-connected society, when decisions must be made by recognizing and recognizing tangible and 

intangible objects, reliable decisions must be made by learning and training based on a large amount of data. 

In other words, reliable decisions must be made through big data analysis. In order to obtain the reliability 

and sophistication of statistics as a result of big data analysis, it is necessary to analyze each variable in 

consideration of the meaning of each variable, the correlation between the variables, and multicollinearity. If 

the data is classified differently from the hypothesis test from the beginning, unreliable results will be 

obtained even if the analysis is done well. In other words, before analyzing big data, the data must be 

properly classified to suit the purpose of analysis. 

 In this study, we aim to find out whether AI with automatic recognition ability recognizes objects, 

emotions, and facial expressions and classifies data well at the recognition stage, and whether the data 

classified according to characteristics is a reliable classification result. The assumption of the experiment is 

to conduct research to determine whether the data classification criteria affect the classification criteria 

depending on the degree of correlation between variables when classifying data using a decision tree. 

Decision Tree (DT) [12] and Correlation Analysis (CA) [13] are one of the Machine Learning (ML) [14] 

techniques among AI implementation technologies. DT is a technique that sets data classification criteria 

based on the characteristics of the data and classifies data according to the characteristics. CA is an analysis 

technique that creates indicators to determine the degree of correlation between variables involved in the 

decision-making stage when making decisions through big data analysis. In this experiment, we want to find 

out whether the data classified by DT have a correlation with each other. Therefore, this experiment could be 

a criterion for examining the accuracy and reliability of data classification to recognize and recognize objects, 

emotions, and expressions in the realization of a hyperconnected society based on AI. 

 

2. Data Classification and Correlation 

Data classification analysis and correlation analysis are one of the machine learning (ML) techniques, and 

classification analysis can classify data by grouping the collected data with different characteristics. 

Correlation analysis is an analysis technique that allows you to determine whether there is a correlation 

between data. Today, there are many statistical tools such as SPSS and SAS for DT analysis and correlation 

analysis, but computer languages are used a lot from the perspective of implementing AI technology. 

Computer languages used include R Program [15] and Python Program [16]. 

 

2.1 Decision Tree(DT) Definition 

 

Decision trees (DTs) have rules that are relatively quick, simple, and easy to understand compared to other 

classification analysis techniques. DT is a technique that can classify collected data into several groups and 

classify decision rules that appear between variables using a tree structure. For elaborate data classification, a 

step-by-step analysis process is performed, and the analysis process consists of five steps. 

DT uses the concept of impurity to select branching criteria in a decision tree, which refers to the 
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complexity of the data. In other words, it means to what extent different data are mixed within one category. 

When setting the branching standard, the impurity of the child node must be set to decrease compared to 

the impurity of the current node, and this difference is called information gain. The impurity function as 

shown Eq(1). p is the proportion of classes belonging to each group. 

 

                                    (1) 

DT divides the entire data into a train set and a test set through internal operations, learns each, and then 

calculates the classification rate. Additionally, in order to classify data using DT analysis, the type of data 

used must be data with continuous information. Let's define these data using R and Python programs.  

Table 1. shows the five-step analysis process of the decision tree 

Analysis stage Step-by-step analysis details 

Step 1 

Analysis process Creation of decision tree 

Depending on the purpose of analysis, appropriate separation criteria and stopping rules are 

established. 

Step 2 

Analysis process pruning 

Branches that have the potential to increase classification error or have inappropriate 

induction rules are removed. 

Step 3 
Analysis process feasibility assessment 

Cross-validation by means of a Gain chart, a risk chart, or verification data is analyzed. 

Step 4 
Analysis process Interpretation and prediction 

Interpret decision trees and set up prediction models. 

Step 5 

Analysis process Decision tree formation 

In the above process, different decision trees are formed depending on how separation 

criteria, stopping rules, and evaluation criteria are applied. 

  

2.1.1 Decision making by R program 

 

The R program is a computer language that has been used for a long time as a free program for the public, 

and its use has increased rapidly since the importance of big data analysis was mentioned. DT analysis using 

the R program divides the entire data into a training set and a test set, learns it, and then calculates the 

classification rate. 

The R program uses the internal prune() function to classify data into branch types, which is called a 

pruning function. In DT analysis, no matter what analysis tool is used, the classification criteria for pruning 

are determined by entropy and information gain from the parent note to the child node, and the calculation is 

performed by ‘installPackage(tree)’. The pruning after the pruning standard has been set by the prune() 

function of the R program as shown in (Figure 1). 
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Figure 1. Pruning using R program 

2.1.2 Decision making by Python program 

 

The Python program is a computer program that has been used for a long time as a free program for the 

public, and its usage has increased rapidly since the importance of big data analysis was mentioned. 

Additionally, in order to implement AI functions today, a complex system must be built using Python and 

various libraries. When performing DT analysis using this widely used Python program, the entire data is 

divided into a training set and a test set, studied, and then the classification rate is calculated. 

When pruning Python programs, the classification criteria are determined by entropy and information gain. 

The algorithms include ‘ID3, C4.5, C5.0’ based on machine learning and ‘CART, CHAID’ based on 

statistics. Among them, C5.0 is a supervised learning algorithm that improves the previous two types [20]. 

C5.0 is based on the concepts of entropy and information gain, and if the data of the initial target variables 

(explanatory variables) are mixed, impurity increases and entropy becomes large. In the process of 

classifying the data of each input variable (dependent variable), the data of the target variable is grouped by 

similar characteristics, lowering the entropy, and at this time, information gain occurs. The upper class of 

value keepers is determined by information gain, and the variable that creates the greatest information gain is 

selected. In C5.0, classification prediction uses the clf.predict() function, and the entropy model based on the 

target variable uses the tree. DecisionTree() function. The entropy and tree structure by the Python program 

as shown in (Figrue 2). 

 

 

Figure 2. Tree structure by Python program 

In DT analysis using Python and R programs, when the entropy becomes 0, the impurity concentration 

becomes 0%, so it can be said to be classified with only one piece of information. 

 

2.2 Correlation Analysis(CA) Definition 

 

Correlation analysis is an analysis technique that allows you to know the degree of relationship between 
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variables using specific indicators. Specific indicators refer to correlation coefficients. Correlation refers to 

the relationship between variables. An indicator that shows the extent to which a change in one variable 

affects other variables is called correlation coefficients (CC). Correlation analysis is used when both the 

independent and dependent variables are ordinal scale or higher. When the scale of a variable is greater than 

the interval scale, the degree of correlation is confirmed by calculating Pearson's correlation coefficient, a 

continuous correlation analysis method. The correlation coefficient between variables extracted from 

Pearson's correlation analysis process as shown in (Figure 3). 

 

 

Figure 3. Pearson’s correlation coefficient 

The range of the correlation coefficient can be obtained using a calculation formula, but it can only tell 

whether there is a linear relationship. The correlation coefficient between the two random variables X and Y 

is as shown Eq( 2). 

                         (2) 

The sample correlation coefficient is obtained by the calculation formula in as shown Eq(3). 

                       (3) 

The correlation coefficient has values from –1 to +1, and its meaning is as shown in [Table 2]. Looking at 

(Table 2), the correlation coefficient () has a value from -1 to +1 (), and the interpretation of the analysis 

results varies depending on whether it is close to -1 or +1. If the correlation coefficient is 0, it means that 

there is no correlation between variables. 

Table 2. Meaning of Pearson correlation coefficient 

Correlation  

Coefficient Range 
Mean 

if, -1 < r < -0.7 Strong negative linear relationship 

if, -0.7 < r < -0.3 A clear negative linear relationship 

if, -0.3 < r < -0.1 Weak negative linear relationship 
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if, -0.1 < r < +0.1 Negligible linear relationship 

If, +0.1 < r < +0.3 Weak positive linear relationship 

if, +0.3 < r < +0.7 A clear positive linear relationship 

if, +0.7 < r < +1 Strong positive linear relationship 

 

Finding out the degree of correlation between variables is being discussed and studied in various fields 

today when trying to implement AI functions, and is becoming a field of much greater interest than causal 

inference. This correlation analysis can also be analyzed using R and Python programs, and the basic concept 

of correlation analysis is the same. It is briefly defined using an R program as an example. 

When performing correlation analysis using an R program, you can roughly check the distribution and 

characteristics of the data by checking the structure of the data using R code commands. Additionally, the 

degree of relationship between variables can be determined by extracting the correlation coefficient using the 

cor() function. The correlation coefficient obtained by the cor() function as shown in (Figure 4). 

 

      

Figure 4. Extracting correlation coefficient of cor() function 

Using the cor.test() function, you can find out whether there is a statistically significant correlation 

between variables through the significance probability value. By visualizing it through ‘install.packages(car), 

install.packages(corplot)’, you can more easily observe the relationships between variables. The visualization 

information using the R program as shown in (Figure 5). 

 

 

Figure 5. Visualization of correlation coefficient in R program 

3. DT and CA experiments and results 

In this study, a total of 8 variables were used as an experiment to find out what variables determine the 
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addictiveness of smartphone use, and the number of data was 232. In this experiment, in order to evaluate 

whether smartphones are addictive, the values of each variable will be used to sequentially classify data that 

has a significant impact on smartphone addiction through DT analysis. By classifying data that affects 

addiction, we find out which variables have an influence. At this time, it is checked whether the information 

classified by DT analysis is a reliable classification result. In other words, by examining whether the 

classification results by DT analysis are affected by the degree of correlation between data, we examine 

whether the pruning criteria by DT analysis can be determined by the degree of correlation. Therefore, in this 

experiment, based on the prepared data, first, using DT analysis, the data is classified step by step according 

to whether the smartphone is Middle Eastern or not, and the criteria for classification are confirmed. Second, 

using the same data, we conduct correlation analysis to check how the correlation between variables is 

formed. Third, we compare and analyze the data classification criteria by DT analysis and the degree of 

correlation by correlation analysis to see what kind of relationship they have between them. 

 

3.1 Decision Tree experiment 

 

3.1.1 DT experiment using R code 

 

In order to find out which independent variables affect the addictiveness of smartphones, the data is 

classified through DT analysis based on the prepared data. The data used in the analysis consists of a total of 

232 data with 8 variables, and the extension is a CSV file. The information that summarizes the data in the 

actual CSV file using R code commands as shown in (Figure 6).  

 

 

Figure 6. Data summary information using R code  

Looking at the summary information using the str(tree) function in (Figure 6), it shows that it consists of 

232 data and 8 variables, and the data structure is a DataFrame structure. There are 8 variables used, and 

each variable name is ‘S_type, Genger, Std_grade, S_living, S_time, SNS_time, addiction, Impulsiveness’. 

Additionally, you can see that the data type of each variable is 7 integer types, and the number type is 1. 

For DT analysis, training and learning must be done by separating training data (train set) and test data 

(test set) based on a total of 232 data. In this experiment, the training data is divided into 70% and the test 

data is divided into 30% based on the total data. The process of dividing the actual data into 70% and 30%, 

respectively, using R code commands as shown in (Figure 7). 

 

 

Figure 7. Data division process using the seed() function 

In (Figure 7), the number of data corresponding to the divided 70% is 169, and the number of data 
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corresponding to 30% is 63, which were replaced with train and test object variables, respectively.  

The tree() function was used to create a tree structure based on the training data using R code. In order to 

use the tree() function to find and classify variables that affect addiction, entropy is calculated through 

comparative analysis of the addictive variable, which is the dependent variable, with 7 other independent 

variables, resulting in the independent variable with the fewest entries and the greatest information gain. 

Pruning is done based on variables. The original text of the function used at this time is tree(train$Addiction., 

data=train), and pruning according to data classification appears as shown in (Figure 8). 

 

 

Figure 8. Pruning according to data classification 

As can be seen in (Figure 8), pruning by DT analysis selected the S_time variable as the highest node, and 

the meaning of the S_time variable means ‘smartphone usage time’. In other words, the decision was made 

that the variable that has the greatest influence on smartphone addiction is that the risk of addiction is 

greatest when the smartphone itself has been used for a long time. In other words, the variable with the least 

etropy and the greatest information gain is S_time. The second largest information gain is the Impulsiveness 

variable, which refers to the ‘impulsiveness’ of smartphone use. Next, pruning was done with Std_grade, 

SNS_time, S_living, etc. In this pruning situation, the S_time and Impulsiveness variables that have the 

greatest variance among variables can be said to have the greatest impact on smartphone addiction. 

 

3.1.2 DT experiment using Python code 

 

So far, we have used R code to find out the pruning criteria according to data classification on smartphone 

addiction. If so, use Python code to check once again whether the data is classified based on the same criteria 

and whether pruning is done based on the same criteria. 

Using a Python program, we will check which variables have an influence on smartphone addiction. First, 

the data structure for 8 variables of 232 data that will determine the presence or absence of smartphone 

addiction is confirmed in matrix and table structures. The Python code to show the data structure with 

summarized information based on the entire data and the data summary information output by the 

corresponding command as shown in (Figure 9). 

Second, separate the training set and test set based on the entire data. The training set to be separated is set 

to 70% (162 items) of the total, and the test set is set to 30% (70 items) to create the same criteria as the 

separation criteria in the R code. The refers to a command that sets the separation criteria to 70% of the 

training set and 30% of the test using Python code, and calculates the classification criteria for training and 

test data corresponding to each variable based on the entire data as shown in (Figure 10). 
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Figure 9. summary        Figure 10. standard value     Figure 11. Train(70), test(30) 

(Figure 11) shows the results separated into training and testing purposes according to the data 

classification standard value as shown in (Figure 10). Looking at (Figure 11), you can see that the instruction 

set is divided into 162 pieces out of a total of 232 data, and the test set is divided into 70 pieces out of a total 

of 232 data. Compared to the R code, there are 7 differences in data separation between the R codes, 70% 

(169) and 30% (63), but it can be seen that the data is separated at the same level. Looking at the additional 

information in (Figure 11), there is a numerical expression indicated by 1 and 2, which contains information 

on whether or not the smartphone is addicted. 1 means not addicted, 2 means addicted. 

Third, check the input and target values for the training set and test set. Each value can be checked and 

output using train.shape and test.shape. The input and target values of the training set (left) and test set 

(right), respectively as shown in (Figure 12). 

 

     

(a)Train set                                    (B)Test set 

Figure 12. Input and target values of training set 

Fourth, set the entropy for the evaluation index of the target variable and proceed with modeling. 

Modeling is the step of finding a value with less entropy because the information gain increases as the 

entropy decreases, and the section where the range of change in the entropy value increases becomes the 

depth of pruning. The code that performs modeling based on the value of entropy and the results of the code 

as shown in (Figure 13). When executed by DecisionTreeClassifier(), entropy is calculated internally, and 

the maximum depth of pruning is limited to 5 levels. 

 

   

Figure 13. Entropy calculation          Figure 14. Predict pruning model 

Fifth, learn the training data as input and target fatigue to predict the model and determine the depth of 

pruning. Since the entropy calculation and pruning depth are set in (Figure 13), the pruning model set based 

on the addiction variable is predicted here. The steps for predicting the model based on the addiction variable 
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according to the calculated pruning criteria as shown in (Figure 14). 

Sixth, predict the presence or absence of smartphone addiction by outputting a confusion matrix for the 

test set. In a confusion matrix, rows represent actual values and columns represent predicted values. Then, 

the result of the confusion in this experiment is [[35 9][16 10]], so the positions of each value are 35:[0][0], 

9:[0][1], 16:[ It becomes 1][0], 10:[1][1], and is the same as the matrix structure. In other words, if the model 

is predicted based on the entire 70 data in the test set, the rows are actual values, so there are 35 cases where 

no was selected when smartphone addiction is not present, and 9 cases where yes was incorrectly selected. 

Also, when it comes to smartphone addiction, 16 incorrectly selected no, and 10 incorrectly chose yes. 

Seventh, the data classification results created by the matrix structure are confirmed with statistics. The 

table based on the data classification results contains various information about smartphone addiction. 

Among them, since the analysis was done using addictive information (1,2), accuracy (0.64) and other 

statistics and test sets, the support information is displayed as 70. The data classification results in a table 

based on the test set as shown in (Figure 15). 

 

     

Figure 15. Data classification result             Figure 16. Python code 

Eighth, accuracy is calculated and displayed based on the results of data classification. Accuracy 

calculation in Python code is done with the command as shown in (Figure 16). 

As can be seen in (Figure 16), the accuracy of the measured data classification is 0.642%, which is 

approximately 64% accuracy. This cannot be considered a high level of accuracy from an accuracy 

perspective, so the accuracy can be seen as being somewhat low. Low accuracy cannot be directly used to 

implement AI functions, and additional data refining and collection will need to be done. However, this 

experiment does not focus on accuracy, but rather studies the influence of correlations between variables in 

the data classification criteria by DT analysis, so we will not discuss whether the accuracy is high or low. 

Ninth, pruning is performed based on the classified results, and a tree structure is drawn based on the 

value with the largest information benefit as a factor affecting smartphone addiction. In the tree structure, the 

node at the top is the parent node and the node at the bottom is the child node. The parent node's factor 

variables can be interpreted in the same way and are composed of variables that can exert significant 

influence on the child node. The entropy of this parent node has a larger value than the entropy of the child 

node. In other words, the entropy increases as you go upward, so the information gain decreases. However, 

on the contrary, as you go downward, the entropy decreases and the information gain increases, making it 

possible to set a standard value by which data can be classified. Therefore, among all nodes, the parent node 

is composed of variables that can exert influence on the child nodes. The tree structure created by calculating 

entropy and information gain at each stage after pruning according to data classification criteria by Python 

commands as shown in (Figure 17). In the tree structure of (Figure 17), the X[number] sign represents each 

variable used in smartphone addiction analysis, and the X[number] notation for each variable can be 

expressed as shown in (Table 3). 
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Table 3. Display X[number] for each variable 

Variable Name X[number] Variable Name X[number] 

S_type X[0] S_time X[4] 

Genger X[1] SNS_time X[5] 

Std_grade X[2] Impulsiveness X[6] 

S_living X[3]   

 

The tree structure in (Figure 17) must have been created by repeating the process of selecting a parent 

node by generating the highest information gain at the lowest entropy value. Then, in the tree structure, the 

factor variable that has the highest influence on smartphone addiction is X[4], which refers to the S_time 

variable, which means the time of smartphone use. In other words, the biggest influence on addiction is that 

if you use your smartphone for a long time regardless of time and place, you are most likely to become 

addicted. Second, X[6] refers to the Impulsiveness variable, which refers to impulsive use of a smartphone. 

Therefore, the most influential variable is the S_time variable, and the second most influential variable is the 

Impulsiveness variable. The third most influential variable is the SNS_time variable, and it can be seen that 

the variable of frequent use of various social networks such as KakaoTalk, Messenger, Fatebok, Twitter, and 

Instagram is influencing addiction. Next, according to S_type, addiction is relatively higher for high school 

students than for middle school students, and in terms of gender variable, there is also a difference in 

addiction between men and women. Additionally, there may be a change in influence between the S_type 

variable and the Gender variable due to the S_living variable. So far, we have applied DT analysis using R 

and Python programs to find out what variables have an influence on smartphone addiction. In conclusion, 

there may be slight numerical differences in both programs, but the data were classified at the same level 

when selecting factor variables that influence smartphone addiction. In both programs, the S_time variable 

was selected as the most influential factor variable and selected as the top root node. As a child node, the 

Impulsiveness variable was set as a child node, and lower child nodes were set to SNS_time, S_type, and 

S_living variables. The model was estimated appropriately according to the influence of smartphones on 

addictiveness. However, both programs showed somewhat low accuracy values, but this is not mentioned in 

this experiment. However, whether the data classification criteria vary depending on the degree of 

correlation between variables in the classified data, or whether the data classification criteria are related to 

the correlation between variables. Let's find out if there is any. 

 

 

Figure 17. Tree structure creation using entropy and information gain 
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3.2 Correlation Analysis (CA) experiment 

 

CA is an analysis technique that allows you to know the degree of relationship between variables using 

specific indicators. Specific indicators refer to correlation coefficients. The results obtained through the CA 

process include data summary information and correlation coefficients between variables. In addition, 

visualization based on significance probability values and correlation coefficients for hypothesis testing of 

correlation can be expressed. There are various expression methods for visualization, but visualization in 

correlation analysis makes it easy to see the degree of correlation between variables by using a linear 

relationship using a point distribution diagram and a circular distribution diagram. In addition, by using the 

correlation coefficient value and displaying it in table form, it is possible to know the degree of correlation 

that was known through the visualization information through a numerical expression of the correlation 

coefficient.  

 

3.2.1 Correlation coefficient extraction 

 

To extract the correlation coefficient, the cov() function and cor() function were used. The cov(p. 

use="na.or.complete") function is a step in calculating the covariance. The closer the result of the cov(x,y) 

function is to 0, the smaller the linear correlation. The meaning of the calculation results of the covariance 

cov(x,y) function as shown in (Table 4). 

Table 4. Meaning of covariance results 

Division Mean 

First If the Cov(X,Y) value has a positive value, there is a large linear correlation in the positive direction. 

Second If the Cov(X,Y) value has a negative value, there is a large linear correlation in the negative direction. 

Third When Cov(X,Y) is close to 0, linear correlation is small. 

 

The results of the calculation using the cov(p. use="na.or.complete") function of the Python code as a 

cross table according to each variable as shown in (Figure 18). At this time, the closer the value of each cross 

information according to the cross table is to 0, the smaller the correlation between the variables, and the 

closer it is to 0, the greater the correlation between the variables. If you look at the cross table, you can see 

that the cross information with yourself appears to be the largest value, which means that the correlation with 

yourself is the greatest. 

 

        

      Figure 18. covariance calculation      Figure 19. Correlation coefficient (0.0-1.0) 

The correlation coefficient obtained using the cor(x,y) function during DT analysis, and is an analysis to 

determine the degree of correlation between each of the eight variables as shown in (Figure 19). The 

correlation coefficient, an indicator that can determine the correlation between variables, has a value between 

0 and 1. In addition, depending on the range of values extracted through the operation of the cor(x,y) 
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function, the meaning of the correlation of the linear relationship changes into ‘weak linear relationship’, 

‘clear linear relationship’, and ‘strong linear relationship’. 

 
3.2.2 Extract significance probability value 

 

In the DT analysis process, significance probability values are extracted to determine whether eight 

variables have an influence on smartphone addiction. The hypothesis test for addictiveness follows the 

following steps as shown in (Table 5). 

Table 5. Hypothesis test to verify addictiveness 

Division Mean 

First 
Null Hypothesis: The addictiveness of smartphone use has no correlation with the variables. 

Alternative Hypothesis: The addictiveness of smartphone use is related to variables. 

Second Significance level: The confidence interval is 95% and p-value: 0.05. 

Third cor(Addiction~ 7 variables each) Operation, extraction of significance probability value 

Fourth The p-value of the significance level: 0.05 is compared with the significance probability value of the statistic.. 

 

The extraction of the significance probability value is compared with the significance level set in the 

hypothesis testing stage. If the significance probability value extracted by the cor(x,y) function is 0.05 or 

more based on a p-value of 0.05, the null hypothesis is adopted, thereby reducing the addictiveness of 

smartphone use. can be seen as having no correlation with the variables. However, if the significance 

probability value is less than 0.05, the null hypothesis is rejected and the alternative hypothesis is accepted, 

so it can be considered statistically significant. Therefore, since the significance level, which is the 

confidence interval, is less than 0.05, it can be said that the seven variables are correlated with the 

addictiveness of smartphone use. In addition, the greater the significance level below 0.05, the greater the 

influence on the addictiveness of smartphone use. The result of extracting significance probability values 

using the cor(x,y) function for each of the seven variables based on the Addiction variable as shown in 

(Figure 20). 

 
Table 6. Significance p_value(7) 

  

Figure 20. Significance p_value(7) 
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A p-value of each significance probability value measured by arranging the addiction variable and the 7 

variables as shown in (Table 6). (Table 6) provides information about other variables connected to the 

Addiction variable, which indicates addiction to smartphones. Additionally, the degree of freedom is 

expressed through t-value and df along with p-value. Here, t-value can be used as the same standard as 

p-value, and the standard value is 1.96. In other words, a t-value of 1.96 means a p-value of 0.05. If the 

measured significance probability value is 0.05 or more, the t-value appears as a value less than 1.96, and if 

it is less than 0.05, the t-value appears as a value greater than 1.96. Then, when examining (Table 6) with the 

same standard, all variables are compared at a significance level of 0.05. The explanation follows the 

following order. 

First, the p-value of S_type is 0.37, which is higher than the standard value, so it can be said to have no 

correlation with addiction by adopting the null hypothesis. Also, since it is 0.37, which is above the standard 

value, it can be confirmed that the t-value is -0.88, which is less than 1.96. 

Second, the p-value of Gender is 0.19, which is more than the standard value, so it can be said to have no 

correlation with addiction as the null hypothesis is adopted. Additionally, since 0.19 is above the standard 

value, it can be confirmed that the t-value is 1.31, which is less than 1.96. 

Third, the p-value of Std_garde is 0.06, which is higher than the standard value, so it can be said to have 

no correlation with addiction by adopting the null hypothesis. Also, since it is 0.06, which is above the 

standard value, it can be confirmed that the t-value is 1.86, which is less than 1.96. 

Fourth, the p-value of S_living is 0.14, which is higher than the standard value, so it can be said to have no 

correlation with addiction by adopting the null hypothesis. Also, since it is 0.14, which is above the standard 

value, it can be confirmed that the t-value is 1.44, which is less than 1.96. 

Fifth, the p-value of S_time is 2.863e-09, which is 0.0000000028, so it can be said that there is a 

correlation that affects addictiveness by rejecting the null hypothesis and adopting the alternative hypothesis 

as it is less than the standard value. Additionally, it can be confirmed that the t-value is 6.1816, which is 

much larger than 1.96, which is less than the standard value of 0.0000000028. 

Sixth, the p-value of SNS_time is 0.001622, which is less than the standard value. By rejecting the null 

hypothesis and adopting the alternative hypothesis, it can be said that there is a correlation that affects 

addiction. Additionally, it can be seen that the t-value is 3.1897, which is much larger than 1.96, which is 

0.001622, which is less than the standard value. 

Seventh, the p-value of Impulsiveness is 1.141e-07, which is 0.00000011, so it can be said that there is a 

correlation that affects addictiveness by rejecting the null hypothesis and adopting the alternative hypothesis 

as it is less than the standard value. Additionally, it can be confirmed that the t-value is 5.4753, which is 

much larger than 1.96, which is 0.00000011, which is less than the standard value. 

In other words, based on the results in (Table 6), it can be said that S_time, SNS_time, and Impulsiveness 

variables are the factor variables that have a significant influence on the addictiveness of smartphones. 

Therefore, in the DT analysis using the same data, it can be confirmed that the pruning criteria according to 

data classification are not incorrect, and it can be seen that the correlation of variables can exert influence 

when classifying data. Therefore, when implementing AI functions, it has been confirmed that the 

information carried by the data and the independence of variables can have a significant impact on data 

classification, and this can be said to be a very large anxiety factor in AI functions due to data 

misclassification (error classification). 

Pearson's correlation coefficient extracted using the rcorr(x,y) function as shown in (Figure 21). By 

checking the cross information for each variable, you can see which variables have correlations. The larger 

the cross-information value, the deeper the correlation between variables. 
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Figure 21. Cross information of Pearson's correlation coefficient 

3.2.3 Visualization of correlation coefficient 

 

Visualization based on the correlation coefficient can be expressed as a scatter plot using point distribution 

and a distribution chart using color density. Among them, the first technique to display visualization 

information using a scatter plot allows the influence between variables to be known by expressing the degree 

of correlation between variables as a linear relationship. At this time, the semantic interpretation can be 

reversed depending on whether the linear relationship between variables is clockwise or counterclockwise. 

Additionally, depending on each direction, positive characteristics may be strong and negative characteristics 

may be strong. In the former case, the positive aspect is strong, and in the latter case, the negative aspect is 

strong. The linear relationship graph between variables with the correlation coefficient expressed as a 

scatterplot as shown in (Figure 22). 

 

    

Figure 22. Linear relationship graph          Figure 23. Distribution diagram 

As shown in (Figure 22), the deep linear relationship between variables can be seen through the graph, as 

the S_time, SNS_time, and Impulsiveness variables in the middle of the matrix structure have a deeper 

correlation than other variables. In addition, the rate of change of the Gender and S_living variables can be 

confirmed by the S_time and SNS_time variables, so it can be seen that there is a certain degree of 

correlation between them. 

Second, the degree of correlation is expressed using the original distribution diagram based on the 

correlation coefficient. When using a circular distribution, the size and color of the circle are expressed 

differently depending on the degree of correlation with other variables based on one's own cross information. 

In this way, by looking at the surrounding variables based on one variable, the correlation between them can 

be confirmed. The original distribution diagram of the correlation coefficient for each variable as shown in 

(Figure 23). 

As can be seen from (Figure 23), it can be said that there is a somewhat clear correlation between the 

S_type, Gender, Std_grade, and S_living variables. On the other hand, it can be said that S_time and 
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SNS_time variables have a strong correlation with each other. It can be said that the pulsiveness variable has 

a clear correlation with the S_time and Addiction variables. In other words, when looking at the original 

distribution of the variables that affect smartphone addiction, S_time and SNS_time variables can be said to 

have the strongest influence, and Impulsiveness, S_type, Std_grade, and S_living variables can be said to be 

the next most influential factor variables. there is. It can be seen that the interpretation of this visualization is 

consistent with the interpretation by DT analysis. 

Expressing data using visualization has the advantage of being able to quickly convey analysis results 

through visual information and enables quick understanding and interpretation of the analysis results, but it 

has the disadvantage of not being able to know the exact numbers. If the results of statistical analysis only 

provide pictorial results, decisions should be made based on rough interpretations. However, since the results 

of statistical analysis provide extremely numerical statistics, you can use statistics to examine the values 

corresponding to each item. The reliability and satisfaction with the analysis results can be improved. The 

correlation coefficients in table form as indicators for eight variables that evaluate the addictiveness of 

smartphones as shown in (Figure 24). 

 

 

Figure 24. Table of correlation coefficients for variables 

Looking at the correlation coefficient between the variables in (Figure 24), the variable with the highest 

correlation coefficient of Impulsiveness is S_time, which shows that people who use smartphones the most 

are likely to become addicted, and the second highest is S_time. SNS_time refers to a person who uses social 

networks a lot. The reason is that using social networks means using the smartphone itself more frequently. 

Then, if we look at the correlation between the S_time variable and other variables according to the 

SNS_time variable, we can see that the Std_grade, S_living, and S_type variables have a relative correlation, 

although there are some differences in strength and weakness. Therefore, S_time and SNS_time have the 

greatest influence as factor variables that can make smartphone use addictive, followed by S_type, Std_grade, 

and S_living variables. And there is a weak correlation between the Std_grade variable and the Gender 

variable. 

 

4. Result 

4.1 Discussion 

 

This study aims to find out whether AI with automatic recognition ability recognizes objects, emotions, 

and facial expressions and classifies data well at the recognition stage, and whether the data classified 

according to characteristics is a reliable classification result. The assumption of the experiment is to conduct 
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research to determine whether the data classification criteria affect the classification criteria depending on the 

degree of correlation between variables when classifying data using a decision tree. In this experiment, first, 

we classified the data using a decision tree (DT) and then checked the pruned tree structure and 

corresponding variables according to the classification criteria. We checked the pruned tree structure and the 

corresponding variables. As a result of the DT analysis overshoot, pruning was done between the 

Impulsiveness variable, which means addiction, and the other 7 variables according to data classification 

criteria among the 8 variables. As a result of the pruning of the DT analysis, the S_time variable was 

determined to have the greatest influence on smartphone addiction and was selected as the highest root node. 

Next, SNS_time, a variable with high social network usage, was selected as the child node of the root node. 

Next, S_type, Std_grade, and S_living variables were selected as child nodes. Second, we conduct 

correlation analysis (CA) using the same data and check through correlation coefficients whether the 

variables used in the analysis are correlated with each other. Since the correlation coefficient was also 

obtained from the cross information between the eight variables, the degree of correlation between them 

could be confirmed through the correlation coefficient value. The results of correlation analysis (CA) were 

also not different from the results of DT analysis.  

 

4.2 Conclusion 

 

It can be concluded that the S_time variable has the greatest influence on smartphone addiction, and next, 

with the SNS_time variable, people who use social networks a lot are more likely to become addicted. 

Following this, it can be said that the S_type, Std_grade, and S_living variables have some influence on 

addiction. Therefore, in DT analysis using the same data, it can be confirmed that the pruning criteria 

according to data classification are not incorrect, and it can be seen that the correlation of variables can exert 

influence when classifying data. Therefore, when implementing AI functions, it was confirmed that the 

information carried by the data and the independence of variables can have a significant impact on data 

classification. This means that data misclassification (error classification) is a very big anxiety factor in 

implementing AI functions, and it is necessary to establish and continuously research alternatives to 

eliminate this anxiety factor. This is because data never stays still and is constantly changing. 

We will continue to conduct research to ensure complete data classification in the future, and we will not 

stop considering methodologies for sophisticated data classification. In order to prevent damage to people 

and objects in the upcoming AI era, classification and analysis of objects must continue around the world.  
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