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Abstract  

The exponential increase in publications and the interconnected nature of sub-domains make traditional 

methods of information extraction and organization inadequate. This inefficiency can impede scientific 

progress and innovation. To address these challenges, this research leverages the ability of Bidirectional 

Encoder Representations from Transformers for keyword extraction (KeyBERT) and integrates with K-Means 

clustering to organize topics from large datasets effectively. Analyzing a dataset of 47,627 articles from 

SCOPUS in the domains of Reinforcement Learning and Computer Vision. An ablation study demonstrates the 

generalizability of the approach across these fields, with the optimal number of clusters determined to be three 

using the Elbow Method. The results demonstrate that KeyBERT is effective in extracting and organizing topics 

within these domains, with a particular focus on applications such as medical imaging, autonomous driving, 

and real-time detection systems. This methodology offers a scalable solution for organizing vast academic 

datasets, enabling researchers to extract meaningful insights efficiently and apply this approach to other 

domains. 
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1. Introduction 

In today's fast-paced world, the volume of information and technological advancements is growing at an 
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unprecedented rate. The explosion of digital data has transformed various fields, especially in technology and 

information sciences. This rapid growth is fueled by the continuous development and integration of 

technologies like artificial intelligence (AI), machine learning (ML), and big data analytics. Researchers and 

professionals across the globe are generating a vast number of academic papers, technical reports, and datasets 

daily, which are essential for innovation and development. 

However, this abundance of information presents a significant challenge: it becomes increasingly difficult 

for researchers and practitioners to keep up with the latest developments within their specific domains. The 

complexity is further compounded by the interconnected nature of various sub-domains, making it challenging 

to track, organize, and interpret the vast sea of knowledge efficiently [1]. 

Given the exponential increase in academic publications and the interwoven nature of different sub-domains, 

traditional methods of information extraction and organization are often inadequate. Traditional information 

extraction methods, such as Term Frequency-Inverse Document Frequency (TF-IDF) and Latent Dirichlet 

Allocation (LDA)[2], [3], are widely used for keyword extraction and topic modeling. These methods struggle 

to effectively capture the nuanced relationships between terms and topics within a specific field. This is 

particularly evident in fields such as computer science, where domains like reinforcement learning and 

computer vision are constantly evolving and expanding. 

The inability to efficiently extract and organize relevant information can hinder scientific progress and 

innovation. Therefore, there is a pressing need for advanced methodologies that can automate and enhance the 

process of information extraction, allowing researchers to stay informed and make meaningful connections 

between various sub-domains[4], [5]. To address these challenges, this research proposes the use of the power 

of BERT (Bidirectional Encoder Representations from Transformers) to provide more accurate and 

contextually relevant keywords from textual data. This research addresses the following contributions: 

• Proposing information extraction approach by combining keywords extraction by BERT algorithm 

(KeyBERT) and K-Means clustering to orginze topics from large datasets. 

• Research ablation study to show generalizability of the proposed method, by showing the comparison 

between two topics (reinforcement learning and computer vision).  

 

2. Literature Review 

2.1 Keyword Extraction with BERT 

Keyword extraction is a fundamental task in natural language processing (NLP) that involves identifying 

significant terms or phrases within a text [6]. The advent of transformer-based models like BERT 

(Bidirectional Encoder Representations from Transformers) has revolutionized this field [7]. BERT's ability 

to understand the context of words in a bidirectional manner makes it exceptionally effective for keyword 

extraction. KeyBERT, an extension of BERT, leverages this capability by generating embeddings for the text 

and extracting keywords that are contextually relevant. Studies have shown that KeyBERT can significantly 

improve the quality of keyword extraction by capturing the nuanced meanings of words within their specific 

contexts [8]. 

Moreover, recent advancements like AdaptKeyBERT and LLM-TAKE demonstrate how BERT's 

embeddings can be fine-tuned or adapted for domain-specific applications, further enhancing the precision and 

relevance of extracted keywords [9], [10]. These developments highlight the critical role of BERT-based 

models in advancing keyword extraction methodologies. 
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2.2 Topic Clustering 

Topic clustering is an essential technique in text mining and NLP that involves grouping similar texts or 

keywords into coherent topics. This process helps in uncovering the underlying structure of large text corpora 

and identifying prevalent themes. Unsupervised learning algorithms, such as K-Means and hierarchical 

clustering, are commonly used for this purpose [11]. By clustering keywords extracted from texts, researchers 

can identify major topics and sub-domains within a dataset. 

The integration of BERT-based models like KeyBERT with clustering algorithms has been shown to 

enhance the coherence and interpretability of the clusters [12]. For instance, in this study, keywords extracted 

from academic articles on Reinforcement Learning and Computer Vision were clustered to reveal prominent 

research themes and emerging trends [13]. Visualization tools, such as word clouds and cluster maps, further 

aid in interpreting these clusters by providing a visual representation of keyword frequencies and relationships. 

The continuous evolution of clustering techniques and their application in various domains underscore their 

importance in extracting meaningful insights from vast amounts of textual data [14]. 

 

3. Methodology 

3.1 Data Collection and Preprocessing 

The data for this study was collected from the SCOPUS database, a comprehensive source of academic 

research articles. The collecting process uses SCOPUS API-Key and Python Beautiful-Soup library. SCOPUS 

provides abstracts and citation information from a wide range of publishers, making it an ideal source for our 

analysis. The dataset spans from 2012 to 2023, focusing on articles related to "Reinforcement Learning" and 

"Computer Vision." A total of 47,627 articles were included in the dataset, encompassing keywords such as 

"Image Recognition," "Object Detection," "Pattern Recognition," "Image Classification," and "Real-Time 

Detection." This extensive collection of abstracts served as the primary text data for subsequent keyword 

extraction and topic clustering. 

Before performing keyword extraction, the collected abstracts underwent preprocessing to enhance the 

quality of the text data. This involved the removal of custom stop words, which included both common English 

stop words and domain-specific terms that could skew the results. This step ensured that the text data was 

refined and relevant, improving the accuracy of keyword extraction. The preprocessing phase is crucial as it 

prepares the data by eliminating noise and irrelevant information, thus allowing for more precise and 

meaningful keyword extraction. 

 

3.2 Keyword Extraction and Topic Clustering 

The core of our methodology involved the use of KeyBERT for keyword extraction. KeyBERT, a keyword 

extraction tool based on BERT embeddings, was employed to identify and extract keywords from the abstracts. 

The process began by embedding the text using BERT, after which KeyBERT extracted keywords that were 

most representative of the content. This resulted in the extraction of 148,393 keywords from the dataset. The 

top-used keywords included terms such as "recognition," "image," "detection," "segmentation," and 

"classification." KeyBERT's capability to leverage BERT embeddings ensured that the extracted keywords 

were contextually relevant and representative of the underlying research topics. 

Following keyword extraction, the next phase involved clustering these keywords to identify prevalent 

topics and sub-domains within the dataset. Unsupervised clustering algorithms, such as K-Means, were utilized 

to group similar keywords together. This approach facilitated the identification of coherent topics based on 
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keyword similarities. Visualization tools, including word clouds, were employed to represent the frequency 

and relationships between keywords within these clusters. An analysis of the clusters was conducted to find 

centroids and inertia between words, explaining relationships and prominent topics such as "Segmentation," 

"Human," and "Health." This step provided a clear and visual understanding of the main research areas and 

emerging topics in the domains of Reinforcement Learning and Computer Vision. 

 

4. Result and Discussion 

This study aims to measure the capability of KeyBERT in identifying relevant keywords in each domain. 

Therefore, experiments were conducted separately for each domain. The experimental results indicated that 

the optimal number of clusters is three in each domain. The search for the best number of clusters was 

performed using the elbow method, as shown in Figure 1. After determining the number of clusters, the 

research continued by grouping the documents based on the keywords obtained by KeyBERT. 

 

 

(A. Reinforcement Learning) 

 

(B. Computer Vision) 

Figure 1. Best N-Cluster Using Elbow Method 

The experimental results can be seen in Table 1. This study found that within the topic of reinforcement 

learning, the subtopics closest to the centroid are multimodal retrieval imagery, swarm optimization algorithm 

application, and fuzzy consensus tracking controller. Meanwhile, within the topic of computer vision, the 

subtopics closest to the centroid are language model inference, voxels system for photorealistic view, and 

hyperspectral application in agriculture. 

 

Table 1. Experiment Result 

Cluster Visualization Topic Closest with Centroid Word Cloud 

 
(A. Reinforcement Learning) 

1. Multimodal Retrieval 

Imagery 

2. Swarm Optimization 

Algorithm Application 

3. Fuzzy Consensus Tracking 

Controller 
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Cluster Visualization Topic Closest with Centroid Word Cloud 

 
(B. Computer Vision) 

1. Language Model Inference. 

2. Voxels System for 

Photorealistic View. 

3. Hyperspectral Application 

Agricultural. 

 

To illustrate the keywords formed from the dataset, this study used word cloud visualization. The word 

cloud results show that keywords in the reinforcement learning domain are mostly related to “control”, “UAV”, 

“IoT”, “AI”, and “blockchain.” In the computer vision domain, the prominent keywords are “segmentation”, 

“transformer”, “feature”, “medical”, “prediction”, “CNN”, “point cloud”, and “federated learning.” 

 

5. Conclusion 

The study demonstrated the effectiveness of using KeyBERT for keyword extraction and K-Means 

clustering for topic identification in a large dataset of academic articles. By leveraging these techniques, we 

were able to extract meaningful keywords and identify key research themes and emerging trends in the fields 

of Reinforcement Learning and Computer Vision. The findings highlight the growing focus on applications 

such as medical imaging, autonomous driving, and real-time detection systems. These insights are valuable for 

researchers and practitioners, providing a comprehensive overview of the current state and future directions in 

these rapidly evolving domains. 

 

 
(A. Reinforcement Learning) 

 
(B. Computer Vision) 

Figure 2. Chart of Development of Topics 
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The methodology presented in this study, combining advanced keyword extraction with topic clustering, 

can be applied to other domains to uncover hidden patterns and trends in large text corpora. Future work could 

involve integrating more sophisticated clustering algorithms and exploring additional visualization techniques 

to further enhance the interpretability and applicability of the results [15]. For better understanding, this 

research also provides an illustration of the development of topics in reinforcement learning and computer 

vision, as shown in Figure 2. 
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