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Abstract 

 In strawberry cultivation, maturity classification plays an important role in ensuring the efficiency and 

quality of harvesting. In this study, we propose an Improved Faster R-CNN model to address these 

challenges, using MobileNetV3-Large as the backbone network to achieve a lightweight model, and 

introducing RoI Align to improve the spatial accuracy of the feature map. Experiments are conducted using 

the KGCV_Strawberry dataset, with precision, recall, F1 score, and mean average precision (mAP) 

measured for performance evaluation. The experimental results show that the proposed model achieves an 

average precision of 71.35%, recall of 71.07%, and F1 score of 71.21% across all classes. In particular, the 

proposed model achieves 63% performance on mAP0.5 and 58% performance on mAP0.5:0.95, which is 

comparable to existing ResNet-based models while achieving faster inference speed. The proposed model 

achieves a processing speed of 27.6543 ms, which is about 2 ms faster than existing ResNet-based models. 

This indicates that the goal of creating a lightweight model with improved image processing capability was 

achieved with minimal performance degradation. This research is expected to contribute to the development 

of automated strawberry cultivation systems in greenhouse environments and has the potential to be applied 

to various agricultural environments in the future. 
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1. Introduction 

Strawberries are a fruit harvested worldwide and have received a lot of attention due to their nutritional 

value and commercial importance [1]. South Korea is one of the leading countries in greenhouse strawberry 

production, producing a significant number of strawberries annually. However, strawberry cultivation is very 

labor-intensive, and the climate in South Korea is characterized by a temperate monsoon climate, with hot 

and humid summers and cold and dry winters. These climatic conditions pose complex challenges for 

strawberry cultivation, including harvest timing and quality maintenance [2]. One of the main challenges in 
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strawberry cultivation is ensuring the efficiency and quality of the harvest, which is largely dependent on the 

accurate sorting of strawberries [3]. Traditional strawberry harvesting methods mainly rely on manual labor, 

which is time-consuming, error-prone, and not sufficient to meet the growing demand for strawberries [4]. 

To address these issues, it is increasingly recognized that automated systems utilizing machine learning and 

computer vision techniques are needed in agriculture [5]. The main objective of this research is to improve 

the model to accurately classify the maturity of strawberries and develop a lightweight model to be 

embedded on mobile devices or other embedded devices to process data with embedded fast inference speed 

[6]. With these goals in mind, this study aims to optimize the model for embedding AI systems on devices in 

indoor growing environments. To this end, we propose an improved Faster R-CNN model, which uses 

MobileNetV3-Large as a backbone network to realize the lightweight of the model and introduces RoI Align 

to improve the spatial accuracy of the feature map. 

 

2. Background Theory 

2.1 Faster R-CNN 

Faster R-CNN is a deep learning architecture for object detection that includes a region proposal network 

(RPN) and the Fast R-CNN detector as its main components [7]. The RPN is implemented as a full 

convolutional network and serves as the core of Faster R-CNN, efficiently generating high-quality region 

suggestions. The model can handle input images of different sizes and uses a convolutional layer to extract 

features from the image. The extracted features are utilized in two ways: One is used to suggest regions 

where objects are likely to be present via RPNs, and the other goes through an additional convolutional layer 

to generate more complex, high-dimensional features. These processed features are finally fed into a fully 

connected layer of the network, which performs the regression task of predicting the exact coordinates of the 

bounding box and the classification task of classifying the object. Figure 1. shows the structure of faster 

R-CNN. 

 

 

Figure 1.  The structure of faster R-CNN 

 

2.2 Related Work 

2.2.1 Strawberry Detection 

Recent advancements in deep learning techniques have significantly improved the accuracy and 

efficiency of strawberry detection. Li et al. developed a YOLOv5-ASFF algorithm for detecting and 



A study of Strawberry Maturity Classification Using Improved Faster R-CNN                                        135 

 

 

monitoring multistage strawberries in complex scenes, achieving 91.86% mAP and 88.03% F1 score, 

outperforming other mainstream algorithms [8]. Zhou et al. proposed a novel greenhouse-based system for 

strawberry detection and plumpness assessment using an improved Faster R-CNN model, which achieved an 

average fruit extraction accuracy of over 86% [9]. Wang et al. introduced a DSE-YOLO model for 

multi-stage strawberry detection, addressing issues such as small strawberry size and complex natural 

environments. Their model achieved F1 score values of up to 81.59% and mAP values of 86.58%, 

demonstrating effective detection of strawberries at every growth stage in natural scenes [10]. 

 

2.2.2 Strawberry Maturity Classification 

Accurate classification of strawberry maturity is essential for optimizing harvesting processes and 

ensuring fruit quality. Various approaches using deep learning techniques have been developed to address 

this challenge. Yue et al. developed a fast and non-destructive method using smartphones to identify 

strawberry maturity stages, classifying them into immature, nearly mature, and mature categories [11]. This 

approach achieved high accuracy while providing a user-friendly solution for farmers. Zhou et al. proposed a 

more detailed classification system using both UAV and near-ground imaging techniques, coupled with the 

YOLOv3 deep learning algorithm [12]. Their method successfully classified strawberries into seven maturity 

stages for near-ground images and three stages for UAV images, demonstrating the potential of multi-scale 

imaging in maturity classification. Tao et al. further improved upon existing methods by introducing an 

enhanced YOLOv5 model, named YOLOv5s-BiCE, which incorporated advanced techniques such as the 

CARAFE module and a dual-attention mechanism [13]. This approach achieved superior accuracy in 

classifying five maturity stages of strawberries, including malformed fruits, while maintaining computational 

efficiency. 

 

3. Experiment and Methods 

3.1 Image Acquisition 

In this study, we utilized the publicly available dataset KGCV_Strawberry for data collection [14]. The 

reason for choosing this dataset is that it allows for the detection and maturity classification of strawberries. 

For the purpose of collecting images for maturity classification, strawberries grown in a greenhouse were 

randomly selected. A total of 1477 images were collected, of which 1205 were taken indoors and 272 were 

taken outdoors. Each image contains more than 5000 strawberry objects, labeled across different growth 

stages. The labeled growth stages consist of background, flower, small green, green, white, turning red, and 

overripe. For each strawberry, a bounding box (BBox) has been labeled, which plays an important role in 

helping the model learn accurate detection and maturity classification of strawberries. 

 

3.2 Experiments Environment 

The hardware environment featured an AMD Ryzen 5 5600G processor with Radeon Graphics, an 

NVIDIA GeForce RTX 3060 graphics card, and 56GB of memory. The software environment utilized 

Windows 10 as the operating system and Python 3.8 as the programming language. For deep learning tasks, 

the PyTorch 2.1 framework was employed along with Torchvision 0.16 for computer vision operations. To 

leverage GPU acceleration, CUDA 12.1 and cuDNN 9.1 were used. 

  



136                       International Journal of Internet, Broadcasting and Communication Vol.16 No.4 133-140 (2024) 
 

 

3.3 Proposed Method 

3.3.1 Fruit Maturity Classification Framework 

We propose a framework for analyzing the maturity of strawberries. This framework consists of two main 

networks. A Detection Network for strawberry detection and maturity classification, and a Trait Estimation 

Network for maturity classification after image patching. The Detection Network is based on an improved 

Faster R-CNN. This network identifies individual strawberries in the input image and creates a BBox that 

accurately represents the location of each strawberry. The BBox generated by the Detection Network is used 

to extract individual strawberry image patches from the original image. These patches are used as input to 

the Trait Estimation Network, which is based on the Densenet-121 structure and analyzes the maturity of 

each strawberry from its patches. With this two-step approach, we can automatically analyze the maturity of 

individual strawberries over time. Figure 2. shows the overall Fruit Maturity Classification Framework. 

 

 

Figure 2.  Fruit Maturity Classification Framework 

 

3.3.2 Improved Faster R-CNN 

In this study, we propose two main modifications to improve the performance of Faster R-CNN. First, we 

replace the existing ResNet50 backbone network with MobileNetV3-Large. MobileNetV3-Large is designed 

for efficient operation on mobile and embedded devices, utilizing depth-wise separable convolutions and the 

hard-swish activation function [15,16]. This replacement significantly reduces computational cost while 

maintaining detection performance, enabling effective object detection even in resource-constrained 

environments. Secondly, we implement RoI Align in place of RoI Pooling. RoI Align addresses the spatial 

misalignment issue inherent in RoI Pooling by eliminating quantization and using bilinear interpolation. This 

modification preserves more accurate spatial information, which is particularly crucial for detecting small 

objects like strawberries. These enhancements collectively improve both the inference speed and detection 

accuracy of the model, making it more suitable for real-time applications on low-power devices [17]. Figure 

3. shows the architecture of our Improved Faster R-CNN. 
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Figure 3.  Improved Faster R-CNN Architecture 

 

3.3 Evaluation Metrics 

Several evaluation metrics are used to assess the performance of detection and classification models 

based on a dataset. The main metrics are precision, recall, F1 Score, mAP50, and mAP50:95. These metrics 

are calculated based on the results of True Positive (TP), True Negative (TN), False Positive (FP), and False 

Negatives (FN). The following shows the important metrics to evaluate the performance of the model during 

model training. 

Formula (1) shows Precision, which measures the percentage of cases that the model predicts as positive 

that are positive, and indicates the model's ability to avoid FP. 

 

Precision =  
TP

TP + FP
(1) 

 

Equation (2) shows Recall, which measures the proportion of true positive cases that the model correctly 

predicts as positive, and evaluates the model's ability to identify TP. 

 

Recall =  
TP

TP + FN
(2) 

 

Equation (3) shows F1-Score, which is a harmonic average of precision and recall, providing a single 

performance metric that balances the two metrics. 
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F1 Score =  2 ×
Precision × Recall

Precision + Recall
(3) 

 

Finally, Equation (4) shows the Mean Average Precision (mAP), which is used to evaluate the overall 

performance of the model, calculating the average value of Average Precision (AP) for each class. Where N 

is the total number of classes, and APi is the AP of class i. 

 

mAP =  
1

N
∑ APi

N

i=1

(4) 

 

mAP50 shows the average precision at an Intersection over Union (IoU) threshold of 0.5, which evaluates 

the accuracy of object detection. mAP50-95 is the average value of the average precision calculated by 

varying the IoU threshold from 0.5 to 0.95 in 0.05 intervals, which comprehensively evaluates the 

performance of the model at different IoU thresholds. 

 

4. Result 

4.1 Strawberry Classification Maturity Stage 

The study implemented a two-stage approach for strawberry maturity classification. First, an improved 

Faster R-CNN detection network was used to identify and localize strawberries in the input images, 

generating bounding boxes around detected fruits. These detected regions were then extracted as fruit image 

patches. In the second stage, a DenseNet-121 classification network was employed to classify the maturity of 

each detected strawberry based on these image patches. Table 1 shows a comparison of different backbone 

networks for the detection stage (ResNet18, ResNet34, ResNet50, ResNet101) and our improved model. For 

each model, the average precision, average recall, F1 score, mAP0.5, mAP0.5:0.95, and inference time in 

milliseconds (ms) were evaluated to assess their performance in detecting strawberries across different 

maturity stages. 

 

Table 1. Performance on Fruit Maturity Classification  

 
Average 

Precision 

Average 

Recall 
F1 Score mAP0.5 

mAP 

0.5:0.95 

Inference 

Time(ms) 

Resnet18+FPN 0.6969 0.6899 0.6919 0.58 0.55 29.7557 

Resnet34+FPN 0.7063 0.6981 0.7014 0.62 0.58 29.8223 

Resnet50+FPN 0.7157 0.7091 0.7108 0.655 0.60 30.1787 

Resnet101+FPN 0.7251 0.7180 0.7196 0.67 0.62 30.2366 

Ours 0.7135 0.7107 0.7121 0.63 0.58 27.6543 

 

The experimental results show that models using ResNet family backbones perform well overall, with 

ResNet101 having the highest performance and accuracy. Our improved Faster R-CNN-based model, while 

designed for lightweight efficiency, maintains competitive performance across all classes. While achieving a 

similar level of performance to ResNet50, our proposed model attains a processing time of 27.6543 ms, 

which is about 7% faster than the fastest ResNet model. This demonstrates that our lightweight structure, 

enhanced by RoI Align technology, successfully balances high performance with fast processing speed in 

strawberry maturity classification. 
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5. Conclusion 

In this study, we propose an improved Faster R-CNN model for strawberry maturity classification. By 

using MobileNetV3-Large as the backbone network and introducing RoI Align, we improve the inference 

speed of the model while minimizing the performance degradation. Compared to the existing Faster R-CNN 

model, the inference speed is improved with a slight loss of accuracy. We show that we can effectively 

classify various strawberry maturity stages in a greenhouse environment. This can provide important 

information for determining the harvesting time of strawberries in a greenhouse environment. Therefore, it is 

necessary to study the inference of the model on various hardware-based embedded devices as well as 

mobile devices by making it lightweight. Future research should increase the speed of inference while 

improving the generalization ability of the model to increase accuracy on embedded devices. In addition, the 

applicability of the model to other varieties of strawberries or similar fruits should be explored to increase 

the generality of the model and optimize it for embedded systems in agricultural environments. This will 

allow the results of this study to be more effectively utilized in agricultural environments. 
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