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Abstract 

We explore the effectiveness of AI-driven markerless motion capture (MoCap) tools compared to the 

traditional marker-based OptiTrack system, known for its high accuracy in capturing precise movements. 

Through detailed comparative analysis, we assessed various free markerless MoCap tools, including Move 

One, Radical, Deep Motion, Plask, Rokoko, and Movmi, focusing on critical aspects such as pose accuracy, 

movement smoothness, and ground detection. Our findings indicate that Move One is the most versatile tool, 

offering excellent pose accuracy, smooth MoCap, and reliable ground detection, making it a strong contender 

for various animation tasks. We found that Radical excels in minimizing jitter, making it suitable for projects 

requiring smooth motion, while Deep Motion performs best in ground detection, which is crucial for accurate 

foot placement. Although markerless systems still do not fully match the precision of marker-based systems, 

we suggest that they present viable alternatives depending on the specific needs of a project. As AI technology 

continues to advance, we expect the gap between markerless and marker-based to narrow, expanding the 

potential applications of markerless MoCap in the industry. 
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1. Introduction 

The evolution of motion capture (MoCap) technology has revolutionized the industry by enhancing digital 

capabilities, stimulating creativity, and establishing a solid foundation in motion knowledge. Initially, MoCap 

was primarily used for capturing detailed and precise movements, significantly contributing to fields such as 

professional animation and biomechanical research. Over time, the application of MoCap has expanded, 

providing an intuitive tool for exploring a wide range of possibilities and creating a large volume of valid 

actions [1]. This capability has made MoCap an indispensable asset in the industry, improving the efficiency 

and effectiveness of character expressions. By streamlining the process, MoCap allows for the creation of 

expressions more rapidly and precisely, thereby simplifying 3D animation for educators and facilitating the 

learning process [2]. In the 21st century, MoCap also became a core technology in special effects films, 

improving animation quality and production efficiency in comparison to traditional stunts, and bringing 
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qualitative advancements to visual effects [3]. 

The advent of artificial intelligence (AI) has further advanced MoCap technology. The integration of AI into 

MoCap systems has opened up new possibilities, particularly in enhancing the precision and reliability of 

markerless MoCap. Through deep learning and computer vision, AI can automate the recognition and tracking 

of complex movements, significantly enhancing the speed and accuracy of data processing. This streamlines 

the animation production process, making motion capture more precise and efficient, while lowering costs, 

enabling more creators to access and utilize this technology [4]. Besides, traditional marker-based systems, 

such as OptiTrack, have long been the benchmark for high accuracy in capturing human movement, providing 

higher quality motion data, more accurate body joint angles, and better measurements of body segment lengths 

compared to markerless systems [5-8]. Nevertheless, the emergence of AI-driven markerless MoCap tools 

offers a promising alternative that could potentially match the quality of marker-based systems. 

This study aims to analyze and compare the traditional marker-based OptiTrack system with several free 

markerless MoCap AI tools, including Move One, Radical, Deep Motion, Plask, Rokoko, and Movmi. The 

objective is to determine their suitability as alternatives to high-quality marker-based systems for efficiency. 

Despite the rapid changes in the AI field, this research provides a foundational reference point for future 

innovations. By documenting the current state of markerless MoCap AI, this study offers valuable insights that 

future researchers can build upon, track progress, and identify emerging trends. The continuous improvement 

in AI algorithms promises to close the gap between markerless and marker-based systems, making markerless 

MoCap an increasingly viable option for a wide range of applications and beyond. 

 

2. Background 

In the realm of MoCap technology, two primary methodologies have shaped the industry: marker-based 

and markerless systems. These technologies, with their unique sets of advantages and limitations, significantly 

influence their adoption and application across various fields. 

 

2.1 Marker Based MoCap 

 

Marker-based MoCap systems are the industry standard for capturing highly precise and detailed movement 

data. However, this sophistication comes with several drawbacks. The equipment required for these systems 

is both complex and expensive. Multiple cameras, specialized software, and the markers themselves represent 

a significant financial investment. Additionally, the setup process is cumbersome, involving the meticulous 

placement of markers on the actor, requiring subjects to wear unnatural, skin-tight clothing, and the calibration 

of cameras [9]. This setup is not only time-consuming but also limits the flexibility of the capture environment. 

The capture area is restricted to spaces where the cameras have a clear view of the markers, which can be a 

significant constraint in dynamic or large-scale scenes. 

 

2.2 Markerless MoCap 

 

In contrast, markerless MoCap systems offer a more accessible and flexible alternative. These systems 

leverage computer vision techniques to track movements without the need for physical markers. A single 

camera can capture the necessary data, simplifying the setup process and reducing costs. This ease of use 

makes markerless systems particularly appealing for smaller projects, educational settings, and situations 

where budget constraints are a concern. 
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Early iterations of this technology were often criticized for their lack of precision compared to marker-based 

systems, particularly in the area of markerless facial motion capture animation, where no satisfactory industrial 

process has yet been established [10]. The absence of physical markers meant that the systems had to rely 

solely on visual data, which often produced noticeable visual artifacts such as foot skate and inter-frame jitter 

[11]. However, recent advancements in AI have significantly enhanced the accuracy and reliability of 

markerless MoCap. Most of these algorithms train neural networks using manually labeled image data and 

then estimate human posture, including joint centers and skeletons, when the user inputs images or videos to 

the trained network [12, 13]. Modern AI-driven systems are capable of analyzing and interpreting movement 

data with a level of detail that rivals, and in some cases approaches, that of marker-based systems. 

While AI has improved their precision, these systems still generally fall short of the high fidelity offered by 

marker-based systems, such as higher-quality foot captures, the precise and robust calculation of joint rotations 

using marker positions, and the adaptation to different contexts or increased accuracy [14,15]. Nonetheless, 

the continuous improvement in AI algorithms promises to further close this gap, making markerless systems 

an increasingly viable option for a wide range of applications. 

 

2.3 Comparative Analysis 

Markerless methods have not been widely adopted due to the technical challenges of accurately capturing 

human movement without markers. However, recent advancements in computer vision technology offer 

promising new possibilities for effective markerless MoCap. This study aims to explore how modern 

markerless MoCap systems have improved in terms of precision and reliability, traditionally dominated by 

marker-based systems. 

By comparing various AI-driven markerless tools with the established benchmarks of marker-based 

systems, this research seeks to assess their suitability for animation purposes. The evaluation focuses on critical 

aspects such as pose accuracy, movement smoothness, and ground detection, which often cause issues in 

markerless data [16]. Understanding these parameters is crucial for determining how well markerless systems 

can replicate the nuanced movements required for high-quality motions. 

The findings from this study are expected to provide valuable insights into the potential of markerless 

MoCap technology, particularly in contexts where budget constraints and the need for flexible, easy-to-use 

systems are significant considerations. 

 

3. Research Procedures 

To evaluate the accuracy of markerless MoCap AI tools in detecting poses and movements compared to 

marker-based MoCap, this study uses the marker-based OptiTrack system, known for its high accuracy, as a 

benchmark. To maintain consistency, we recorded the same performer simultaneously using both an OptiTrack 

camera (marker-based) and a personal phone camera (markerless) as shown in Figure 1. The OptiTrack data 

served as our standard for accuracy measurement, while the personal phone video was used to apply the 2D 

video image to each markerless MoCap AI tool for comparison. We then exported the MoCap FBX files from 

both systems and compared them in Maya. 

Figure 1 illustrates the comprehensive steps involved in comparing the marker-based OptiTrack system 

with various markerless MoCap AI tools. Initially, the performer’s motion is captured simultaneously using 

the OptiTrack system and a smartphone. The OptiTrack data undergoes processing in Motive software, 

including calibration, creation, and capture phases, to ensure accurate motion data. Meanwhile, the smartphone 
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video is imported into several markerless MoCap AI tools, including Move One, Deep Motion, Plask, 

RADiCAL, Rokoko, and Movmi. The motion data from both the OptiTrack system and the MoCap AI tools 

is then exported as FBX files. These files are imported into 3D software like Maya, where a detailed 

comparison is conducted. The comparison focuses on evaluating pose accuracy, movement smoothness, and 

ground detection, providing a robust assessment of the markerless MoCap AI tools' performance against the 

benchmark OptiTrack system. 

 

 

Figure 1. Procedure for marker-based and markerless MoCap analysis 

 

The study examines movements and ground detection to assess the overall performance of these AI tools. 

• Pose Shape Accuracy 

Comparison of 13 extreme and passing pose shapes, including stand, walk (contact start, pass position, 

contact end), turn, jump (start, pass position, end, recovery), guard stance (start, end), punch, and kick. 

• Movement Analysis (Jitter Check and Action Smoothness) 

Evaluation of jitter, shake, and the natural flow of movements (arc). 

• Ground Detection 

Assessment of whether the foot stays on the ground, penetrates below it, or hovers above. 

 
 

4. Comparative Analysis of Markerless MoCap AI Tools-Results 

Each analysis was conducted using the OptiTrack poses as a benchmark and video footage showing 

commonly used poses such as walking, turning, jumping, punching, and kicking. 

 

4.1 Pose Shape Accuracy 

 

Accurately capturing poses for each body part is a fundamental and crucial skill in MoCap. This research 

selected 13 different extreme and passing poses commonly used in animation to evaluate how well each 

MoCap system AI can replicate precise poses from video. 

Table 1 shows the comparison of pose shape accuracy among different MoCap systems is highlighted, with 

the poses outlined in red indicating significant deviations from the reference video. These deviations typically 

involve issues such as poorly executed leg and arm bends or tilted body positions. 

  

 Move One: Although generally accurate, Move One struggles with recognizing torso twists, particularly 

during punching motions, where the shoulder rotation is insufficient, resulting in a stiff appearance as shown 

in Table 1, row (k), column Move One. 

 Radical: This system has issues with wrist offset, leading to unnatural hand and foot joint angles. Problems 
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are especially evident during jumps, where the foot joints fail to bend correctly as shown in Table 1, row (g), 

column Radical, and during punches and kicks as shown in Table 1, rows (k) and (l), column Radical, where 

the limbs do not fully extend. 

 Deep Motion: Similar to Radical, Deep Motion also struggles with wrist offset, leading to misalignment. It 

fails to properly recognize punching motions as shown in Table 1, row (k), column Deep Motion, leaving the 

arm bent instead of extended. Additionally, it shows excessive neck rotation. 

 Plask: While Plask generally performs well, there is a slight issue with joints being slightly bent during 

punches as shown in Table 1, row(k), column Plask, although this does not significantly detract from overall 

accuracy. 

 Rokoko: Rokoko often misinterprets 2D images when rendered in 3D space, resulting in the entire body 

being tilted. It also fails to recognize neck rotation and suffers from stiffness in the torso. The accuracy of 

punches and kicks is notably poor as shown in Table 1, rows (k) and (l), column Rokoko. 

 Movmi: Movmi shows significant issues, starting with a hunched posture from the shoulders to the head as 

shown in Table 1, row (a), column Movmi. The joints do not coordinate well, leading to a disjointed appearance. 

This system struggles to distinguish between distinct poses such as punches and kicks, making it difficult to 

identify specific actions. 

The analysis reveals that OptiTrack, Move One, and Plask are the most accurate in capturing precise poses 

that closely match the reference video. Radical and Deep Motion show reasonable performance but with 

noticeable deviations in certain poses. Rokoko exhibits various inaccuracies, and Movmi is the least accurate 

in maintaining precise poses. This detailed analysis underscores the varying performance levels of markerless 

MoCap systems, with some showing promise while others still have significant room for improvement. 

 

Table 1. Comparing pose shape accuracy 
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4.2 Movement Analysis (Jitter Check and Action Smoothness) 

Figure 2 illustrates the amount of jitter exhibited by each MoCap AI, focusing on key joint areas where 

jitter is most noticeable. Jitter is measured by the frequency of unnecessary, sudden movements in each frame. 

The graph shows that Radical, OptiTrack, Move One, and Deep Motion have the least jitter, indicating that 

they provide the most accurate and smooth MoCap. Interestingly, Radical exhibits even less jitter than 

OptiTrack. On the other hand, Movmi shows the highest levels of jitter, particularly in the legs and upper body, 

highlighting significant areas in need of improvement. 

 

Figure 2. OptiTrack, Move One, Radical, Deep Motion, Plask, Rokoko, Movmi jitter 

comparison 

 

Figure 3 shows the motion trail of the left arm from a top view, exported from Maya, to visualize the 

animation movements. Compared to OptiTrack, which delivers accurate results using 24 cameras, this image 

allows us to assess how closely other MoCap AIs replicate the OptiTrack flow, while also showing the rigidity 

or smoothness of the character's movements. 

 

 

Figure 3. OptiTrack, Move One, Radical, Deep Motion, Plask, Rokoko, Movmi motion flow 

comparison 
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These observations suggest that Move One, Radical, and Deep Motion MoCap AIs closely approach the 

accuracy of OptiTrack. However, Plask, Rokoko, and Movmi still have considerable room for improvement 

in capturing accurate and smooth motion paths. In particular, Movmi produces some hard, jagged lines in the 

animation flow, indicating areas that require further enhancement. 

 

4.3 Ground Detection 

An essential factor in evaluating MoCap systems is their ability to accurately detect ground contact. This 

research added a ground plane to test whether each exported MoCap data correctly shows the foot in contact 

with the ground. First, we tested whether the foot penetrates the ground plane during slight and extreme 

movements. Then, we examined whether there were any recognizable motions where the feet were off the 

ground. Finally, we checked for foot sliding along the ground and recorded the results in the chart shown in 

Figure 4. 

OptiTrack and Deep Motion exhibit excellent ground detection with minimal issues, while Move One 

shows moderate stability, experiencing some slight penetration and sliding. Radical, Plask, Rokoko, and 

Movmi face significant sliding problems that need to be addressed. Movmi, in particular, demonstrates the 

highest occurrences of foot sliding and penetration, indicating a need for substantial improvements in its 

ground detection capabilities. 

 

 

Figure 4. OptiTrack, Move One, Radical, Deep Motion, Plask, Rokoko, Movmi ground 

detection comparison 

 

5. Discussion 

The comparative analysis of various markerles MoCap AI tools against the marker-based OptiTrack system 

reveals significant insights into the strengths and limitations of these technologies. The findings demonstrate 

that different markerless MoCap systems excel in various aspects, making the choice of tool highly dependent 

on the specific needs of the project. 

Move One emerges as the best overall choice for markerless MoCap due to its excellent pose shape accuracy, 

closely matching the reference video, along with above-average smooth MoCap, minimal jitter, and reliable 

ground detection. This makes it a versatile option for a wide range of animation tasks. For projects where 
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smooth motion with minimal jitter is the primary concern, Radical presents itself as a strong candidate, even 

outperforming OptiTrack in jitter reduction. On the other hand, if ground detection is the most critical factor, 

Deep Motion offers the best performance in this area, although it does show some deviations in pose accuracy. 

These findings suggest that the selection of a markerless MoCap tool should be guided by the specific 

priorities of the industry project. Each system has its strengths, and understanding these can help animators 

and researchers choose the most appropriate tool for their particular needs. While these markerless systems 

still have room for improvement, particularly in matching the precision of marker-based systems like 

OptiTrack, they offer viable alternatives depending on the focus of the capture process. This analysis 

underscores the importance of aligning the tool's capabilities with the project's specific requirements to achieve 

the best results. 

 

6. Conclusion 

We evaluated the effectiveness of AI-driven markerless MoCap tools compared to the traditional marker-

based OptiTrack system. Our findings highlight that the choice of markerless MoCap tools should be guided 

by the specific priorities of a project, whether it's precise pose accuracy, smooth MoCap, or effective ground 

detection. We identified Move One as a strong overall contender, offering excellent pose accuracy, good 

motion smoothness, and reliable ground detection, making it a versatile option for various animation tasks. We 

found that Radical excels in minimizing jitter, making it ideal for scenarios where smooth motion is crucial, 

while Deep Motion demonstrates the best performance in ground detection, making it suitable for projects 

where accurate foot placement is a priority. 

Although these markerless systems still face challenges in fully matching the precision and reliability of 

traditional marker-based systems like OptiTrack, we suggest that they present viable alternatives depending 

on the focus of the capture process. As AI-driven technologies continue to advance, we expect the gap between 

markerless and marker-based systems to narrow, expanding the potential applications of markerless MoCap in 

the industry. 
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