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Abstract 

In this paper, I study the Raft leader election process to enhance fault tolerance in a network composed of 

minimal nodes by considering various failure situations that may occur during consensus in a private 

blockchain network. In the process of processing network partition situations, node failure situations, and 

leader node failure situations, an Activity Score variable is set, so that the platform is configured with the 

minimum number of nodes in a network partition situation or node failure situation, and when successful 

leader election is required, it can be modified. Leader election is conducted according to the Raft algorithm, 

and leader node election and network failures are minimized based on trust to enhance fault tolerance even in 

a platform environment where the minimum number of nodes is operated. Excellent performance of over 12% 

on average was confirmed. 
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1. Introduction 

With As technology advances and the amount of data produced through various devices increases, 

interest in various industrial applications using data is increasing [1]. 

Markets and markets, a global market research firm, announced that the global data fabric market size is 

expected to grow at an average annual rate of about 26.3% from $1 billion (KRW 1.399 trillion) in 2020 to 

$4.2 billion (KRW 5.8758 trillion) in 2026. Accurate and transparent data management is necessary to 

increase data efficiency and ensure data quality [2].  

Blockchain technology stores data that can be distributed and shared. Blockchain has the characteristic 

of increasing the accuracy and transparency of data management and processing between multiple nodes 

on a distributed network [3-4]. Blockchain can be classified into public blockchain and private blockchain 

depending on the characteristics of participating nodes. In the case of public blockchain, there are no 

restrictions on participating nodes and the disadvantage is that block verification takes a lot of time, so 

blocks between nodes can be trusted and agreed upon. If chain connection is required, a private blockchain 

platform is used [3]. Raft is a consensus algorithm used in distributed systems such as Hyperledger Fabric 

that enable connections between multiple consensual nodes and It consists of a leader and followers and is 

a concise, easy-to-understand, highly available and consistent consensus algorithm [4-5]. 
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Recently, blockchain technology has been applied and utilized in various places, including industries 

and governments, to efficiently utilize numerous data. Among them, private blockchain enables distributed 

sharing of data between nodes based on trust, making it possible to use it universally to utilize data between 

organizations [5]. 

In this paper, we present a modified processing process by modifying the leader election process of the 

Raft consensus algorithm used in the private blockchain platform, and show that the performance of leader 

election time, replacement frequency, transaction throughput, and network stability is improved through 

the modified processing process and prove it 

 

2. Related work 

 
2.1 Private Blockchain 

Private blockchain is a blockchain platform where the access and permissions of nodes that can access 

the network are limited. It is mainly used internally within agreed-upon companies or organizations, and 

only authorized participants can access the network and verify transactions[4-6]. 

The characteristics of Private Blockchain include restricted access to nodes and high performance. 

Unlike Public Blockchain, the number of participants is limited, so processing speed is fast and the 

consensus algorithm is relatively simple. In addition, data privacy can be protected because transaction 

details and data are not made public, and unlike public blockchains, central management is possible because 

it is operated by a specific manager or consortium[5-6]. 

Hyperledger Fabric is a representative platform for private blockchain. Hyperledger Fabric is an 

enterprise blockchain platform and has a modular architecture that allows customization when sharing data 

with multiple layers to suit various industries and application fields. The characteristics of Hyperledger 

Fabric include the use of modular architecture, permission for transactions between specific groups of nodes 

through channels, and use of chain codes[1, 3, 6]. 

Existing research and use cases of Private Blockchain include services such as healthcare, supply chain 

management, financial services, cybersecurity, and NFT. Recently, the concept of Block-GPT has also been 

studied to track anomaly detection of real-time data based on LLM, creating a tracking representation of 

block activity and effectively identifying abnormal transactions in Ethereum transactions. This allows us 

to significantly improve the security and transparency of financial transactions. Additionally, it is utilizing 

financial (DeFi) applications by converging artificial intelligence and blockchain technology [2, 6]. 

 

2.2  Hyper ledger Fabric  

The consensus algorithms used in the Hyperledger Fabric platform can be classified in various ways 

depending on the modular consensus structure of Hyperledger Fabric. The most commonly used consensus 

algorithms in Hyperledger Fabric are Kafka, Raft, and Solo [3,5-6]. 

Kafka is a consensus algorithm mainly used in early Hyperledger Fabric networks. Kafka is used as a 

message broker system that guarantees the order of transactions and is used for ordering services. Raft is 

currently the most widely used distributed consensus algorithm in Hyperledger Fabric and is composed of 

leader and follower nodes, so it requires technology for the leader election process and leader absence 

avoidance. Solo is a single-node ordering service and is primarily used in development and test 

environments[3, 4].  
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The consensus process of Hyperledger Fabric is processed as shown in Figure 1[3, 6]. 

 

 

Figure 1. Consensus Process of Hyperledger Fabric  

 

To change the consensus algorithm in Hyperledger Fabric, simply adjust the settings in the configuration 

file and run the ordering service [7, 8]. 

 

2.3 Raft 

The Raft consensus algorithm is a widely used consensus algorithm in private blockchain. It is simple 

and highly usable, but has drawbacks in use. The biggest drawback is leader dependence. Raft is a leader-

based consensus algorithm and is highly dependent on the leader node. If a leader node fails, time is needed 

to elect a new leader, during which time system availability may be temporarily reduced [9]. 

Limited scalability is also one of the disadvantages. Raft achieves consensus through communication 

between leaders and followers, so communication overhead increases as the number of nodes increases. 

This can be a limiting factor for scalability in large networks. Additionally, processing time is delayed due 

to leader election failure. If a leader node fails, it takes time to elect a new leader, during which the 

consensus process is halted. This may result in delays in transaction processing. In addition, when the 

network is divided, there is a network division problem that can occur when each partition attempts to 

independently elect a leader, and there is a problem with node failure handling where multiple nodes can 

simultaneously fail and the consensus process can be halted[9-10]. 

The Raft consensus algorithm is widely used due to its simple and efficient design, but it has 

disadvantages such as leader dependency, limited scalability, poor performance, leader election delay, 

network partitioning problem, and handling of multiple node failures. When using Raft in Hyperledger 

Fabric, the network must be designed and operated with these shortcomings in mind. The leader selected 

in the Raft consensus algorithm periodically transmits a 'heartbeat' message, and if each node does not 

receive the leader's 'heartbeat' message for a certain period of time, it times out, and the timed-out node 

becomes a candidate node and elects a new leader. Candidate nodes request votes from other nodes, and if 

(N+1)/2 nodes agree when voting, they are elected as leader. The elected leader maintains his/her leader 

status by sending 'heartbeat' messages regularly [11-14]. 

 

3. Modification of Raft Leader Election to Minimize Fault Tolerance 
 

3.1 Modification of Raft leader selection process 

The Raft consensus algorithm is designed to provide fault tolerance, meaning that the system can operate 



International Journal of Internet, Broadcasting and Communication Vol.16 No.4 100-109 (2024)                     103 

 

 

normally even if some nodes fail. However, fault tolerance issues can arise under certain circumstances, 

and these issues can have significant implications for leader election. 

In this paper, this paper proposes a modified Raft leader election algorithm to quickly elect a leader node 

while maintaining trust in various failure situations that may occur in a private blockchain platform. 

Network split situations, node failure situations, and leader failure situations can be considered as various 

failure situations that can occur in a private blockchain platform. A network partition situation is when a 

cluster is divided into several separate parts, the part containing a large number of nodes can continue to 

elect a new leader and proceed with work, but a small number of nodes (nodes 3 to 3) have an error when 

electing the leader If this occurs, a leader cannot be elected and work cannot proceed, making it difficult to 

maintain data consistency. Node Failure is a situation in which some nodes in a cluster fail and no longer 

respond. Several nodes in the network may fail, making normal leader election impossible. In this case, as 

long as a majority of nodes (the majority) are still operating normally, the cluster can elect a leader and 

process tasks normally. However, if more than a majority of nodes fail, the cluster will not be able to elect 

a leader, which may lead to service interruption. there is. A leader failure situation means that the current 

leader node fails. When the leader fails, one of several follower nodes goes through the process of being 

elected as a new leader, but in this case, there is a brief service delay and a new leader is elected and errors 

may occur during the process. 

This paper proposes a modified leader election algorithm to enhance fault tolerance in a blockchain 

platform with minimal nodes. During the processing process, an Activity Score variable is placed, and 

when the platform is configured with the minimum number of nodes in a network split situation or node 

failure situation and successful leader election is required, the leader node election is conducted according 

to the modified the Raft algorithm, and the leader node is elected and trusted based on trust. By minimizing 

network failures, fault tolerance is minimized even in a platform environment where the minimum number 

of nodes is operated. 

The processing process proposed in this paper is as follows the Raft leader election process can be written 

in pseudocode as shown in Table1. 

 

Table 1. Pseudo Code for Proposed Raft Leader Selection Process 

Program start 

#  Initialize the Raft-Node class Use class Raft-Node:, def__init__(self, node_id, nodes) and define Variable,. 

Calculate activity variables Use function calculate_activity_score(node): 

#  Use factors such as transactions processed, blocks created, successful leader tenures, network availability, 

response time, and data consistency 

# Election begins, define function start_election(nodes):..request_vote(nodes)  

# Request to vote, define function request_vote(nodes):.. 

# Receiving votes, define function receive_vote(candidate, node): 

# Heartbeat transmission define function send_heartbeats(leader, nodes): 

# Reset election timer define function reset_election_timer(), and  Set election timer to a specific period  

# Update activity variables define function perform_transaction(node)  

# Simulate activity variables and restart elections (elect new leader), define function 

simulate_activity_and_restart(nodes):   

# Main execution define.  
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The contents of Table 1 are as follows. First, the Raft-Node class is initialized, each node has a unique 

node_id, and the list of nodes that are the leader candidate list is initialized. During the initialization process, 

activity variables are initialized. Afterwards, activity variables are calculated through 

calculate_activity_score( ), taking into account factors such as the number of transactions processed, 

number of blocks created, number of successful leader terms, network availability, response time, and 

maintenance of data consistency. The election begins, start_election ( ) is executed, nodes are converted to 

candidate state, and the election begins. At this time, a voting request is sent to each node including its 

Activity Score. Afterwards, the node requested to vote through a voting request through request_vote() 

compares its score with the candidate node's score and votes. When the vote is received, receive_vote() is 

executed, and if the vote is received and more than a majority of the votes are received, the leader becomes 

the leader and elected and transitions to leader status. After the leader is elected, heartbeats are sent through 

send_heartbeats(), and the leader maintains leader status by periodically sending heartbeat messages. The 

election timer is reset when the leader's term ends, and the election timer can be set to allow the election to 

start again after a certain period of time. To update activity variables, perform_transaction(), create_block, 

check_availability(), respond_to_request(), maintain_consistency(), etc. are presented in pseudocode, and 

activity variables are updated through these. Finally, simulation of activity variables and election begins. 

After simulating activity variables in all nodes, the election timer starts and the election is restarted. 

Components of activity variables applied when electing a leader include measuring the number of 

transactions processed by the node, the number of blocks created by the node, the number of successful 

leader terms, and the node's availability time and data consistency maintenance time in the network. 

Each time a transaction is processed, it indicates how many transactions the node has processed, and a 

high number of transactions processed can lead to a high Activity Score. Each time a block is created, the 

reliability of the leader can be measured by measuring the number of blocks created by the node and 

counting the number of times a block has been successfully created. Additionally, the number of successful 

completions of a leader's term can be considered by measuring whether the implementation was successful 

each time the leader's term ends. Additionally, by measuring the node's network availability time and data 

consistency maintenance time, whether there was no conflict or whether it responded quickly can be used 

as a performance evaluation indicator. 

For this performance evaluation, a fixed weight is assigned to each activity through smart contract to 

calculate the total score. 

Table 2 shows the weight Variables for each activity. 

 

Table 2. weight Variables for each activity 

Number of transactions processed: 1 point/transaction 

Number of blocks created: 5 points/block 

Number of successful leader terms: 10 points/term 

Network Availability: 1 point/hour 

Response Time: -1 point/second (shorter response time, higher score) 

Maintain data consistency: 2 points/consistency event 

 

Figure 2 is a part of the smart contract creation screen that calculates the activity score by considering 
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the activity weights in Table 2 and reflects them in the leader election process. 

 

 

Figure 2 Part of Smart Contract 

 

3.2 Performance evaluation 

Set up an experimental environment so that the existing leader election algorithm and the modified 

algorithm can each be run in the same network environment. The same number of nodes, network 

configuration, and transaction throughput are used in each experiment. For this performance evaluation, 

we created virtual data of 100 customers used by Organization A, and based on that data, we would like to 

compare and evaluate the existing leader election method of the Raft consensus algorithm and the modified 

leader election method. The modified method evaluates performance by electing a leader by considering 

the node's Activity Score. 

 

Table 3. Experiment environment and environmental variable settings 

• Hardware: CPU: 8 cores, RAM: 8GB, SSD: 1TB 

• Software: Hyperledger Fabric v2.2, JMeter v5.4.1 

• Network configuration: 10 organizations, up to 35 nodes in each organization. 

• VM environment: VMware, memory 8GB, dual mode 

• Number of nodes: Consists of 3-5 nodes depending on the experimental scenario. / Each node is 

set to simulate the Raft consensus algorithm 

• Default data amount: data of 100 customers. 

• Experiment time: Each experiment lasts 10 minutes. 

• Election Timeout: The leader election timeout range is set to a random value between 1 and 2 

seconds. 

• Calculation based on number of transactions processed, number of blocks created, number of 

successful leader tenures, network availability, response time, and data consistency maintenance 

events. 

• Response time: Set to a random value between 0 and 2 seconds. 

Performance evaluation indicators can measure leader election time, leader replacement frequency, 
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transaction throughput (TPS: Transactions Per Second), network stability (number of consistency 

maintenance events), response time, and system availability.  

Regarding the above configuration, performance evaluation can be measured through jmetter and leader 

election time, leader replacement frequency, network stability, and system availability can be measured 

through the evaluation results. First, the leader election time detects the leader election event and records 

the leader election start time and leader election completion time to check performance. Leader election 

time can be measured using the formula leader election completion time−leader election start time.  

Leader replacement frequency is a measure of the number of times a leader is replaced over a certain 

period of time. To measure this, the leader replacement event is detected, the number of leader replacements 

is recorded, and the leader replacement frequency is calculated to check the replacement frequency. Leader 

replacement frequency can be measured using the formula Number of leader replacements / Measurement 

period. Network stability is expressed as a percentage of the time the system operates normally, and can be 

evaluated through network error rate and transaction failure rate. Transaction success rate can be measured 

using the formula (number of successful transactions/total number of transactions) * 100%, and transaction 

error rate uses the formula (number of failed transactions/total number of transactions) * 100%. 

Additionally, network downtime can be calculated to measure the percentage of time the system operates 

abnormally, which can be measured using the formula (downtime/total operating time) * 100%.  

System availability refers to the percentage of time that system requests can be responded to without 

error, and is evaluated through system uptime and downtime. System operation time is the total time the 

system operates normally and uses the formula of total operation time - downtime. System availability can 

be measured using the formula (uptime / total operating time) * 100% 

As a result of measuring through J-meter and calculating the measurement results using formulas, the 

following results can be measured as a result of modifying and applying the Raft consensus algorithm in a 

private blockchain with 100 data per node and a platform composed of 3 to 5 nodes. Apply and measure 

the contents of A to F for performance indicators. 

 

Table 4. Performance Indicators and Performance Evaluation Results 

-A= Leader election time (micro second)   - B= Leader replacement frequency (times/hour) 

-C= TPS         -D= Network stability (%)      -E= Average response time (micro second) 

-F= System Availability (%) 



International Journal of Internet, Broadcasting and Communication Vol.16 No.4 100-109 (2024)                     107 

 

 

 

 

 

 

For details on results in Table 4, Regarding leader election time, the leader election time of the modified 

algorithm is longer than before modification. This is because the modified algorithm considers more metrics 

when electing the leader. The frequency of leader replacement was reduced in the modified algorithm. This 

is because leader replacement becomes less frequent by taking into account the activity of existing leader 

nodes and selecting a trustworthy leader. TPS showed slightly higher performance than the algorithm before 

the modification. It appears that the additional metric calculations of the modified algorithm had some 

effect on performance. The modified algorithm showed better performance in network stability. This is a 

result of improved network stability by selecting a trustworthy leader. The average response time is slightly 

longer than that of the modified algorithm. This is due to the delay caused by additional metric calculations 

during the leader election process. The modified algorithm performed better in system availability. This 

results in improved availability of the entire system by choosing a trusted leader. 

 

4. Discussion 

 

Various failure situations that can occur in Raft include network partition situations, node failure 

situations, and leader failure. Factors that affect Raft leader election include leader re-election time, the 

influence of network conditions, node failure, and cluster size. When a leader failure occurs, it takes time 

to elect a new leader, and during this process, the cluster may be unable to process transactions for a while. 

The election process operates on a timeout basis, and the candidate who receives the majority of votes 

within a certain timeout period is elected as the new leader, so timeout settings can have a significant impact 

on the performance and reliability of the cluster. Additionally, in a network division situation, if each 
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divided part independently attempts to elect a leader, the cluster with the fewest nodes may have difficulty 

electing the leader and may not be able to maintain cluster consistency. Additionally, if a node failure 

occurs, it may have a significant impact on leader election depending on the size of the cluster, resulting in 

a situation where the leader must be elected with the minimum node configuration. 

In this study, a Raft leader was designed to enhance fault tolerance in a network composed of the 

minimum number of nodes by considering various failure situations that may occur during consensus in a 

private blockchain network, such as network partition, node failure, and leader node. During the processing 

process, an Activity Score variable is placed, and when the platform is configured with the minimum 

number of nodes in a network split situation or node failure situation and successful leader election is 

required, the leader node election is conducted according to the modified the Raft algorithm, and the leader 

node is elected and trusted based on trust. Network failures are minimized to enhance fault tolerance even 

in a platform environment where the minimum number of nodes is operated. 

Through this study, by applying the modified algorithm, the performance in terms of TPS and leader 

election time deteriorated, but performance improvement of more than 15% was confirmed in terms of 

leader replacement frequency, network stability, and system availability that can confirm trust between 

nodes. In the future, we plan to continue research to improve general performance in various environments 

considering the number of nodes and the number of data per node. 
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