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Abstract 

 
With the continuous growth of e-commerce sales, a robust product selection model is essential 
to maintain competitiveness and meet consumer demand. Current research primarily focuses 
on single models for sales prediction and lacks an integrated approach to sales forecasting and 
product selection. This paper proposes a comprehensive framework (VN-CPC) that combines 
sales forecasting with product selection to address these issues. We integrate a series of 
classical machine learning models, including Tree Models (XGBoost, LightGBM, CatBoost), 
Support Vector Machine (SVM), Bayesian Ridge, and Artificial Neural Networks (ANN), 
using a voting mechanism to determine the optimal weighting scheme. Our method 
demonstrates a lower Root Mean Square Error (RMSE) on collected Amazon data than 
individual models and other ensemble models. Furthermore, we employ a three-tiered 
clustering model: Initial Clustering, Refinement Clustering, and Final Clustering, based on our 
predictive model to refine product selection to specific categories. This integrated forecasting 
and selection framework can be more effectively applied in the dynamic e-commerce 
environment. It provides a robust tool for businesses to optimize their product offerings and 
stay ahead in a competitive market. 
 
 
Keywords: E-commerce Sales Forecasting, Product Selection Strategy, Ensemble Machine 
Learning Models, Iterative Clustering Analysis, Product Attribute Extraction 
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1. Introduction 

The e-commerce landscape is experiencing significant growth in platform expansion and 
sales volumes, transforming the global retail sector. On Black Friday 2023, consumers in the 
U.S. spent $9.8 billion in online sales, marking a 7.5% increase from the previous year [1]. 
Many offline retailers and manufacturers are entering the digital marketplace to capitalize on 
this e-commerce surge, aiming to enhance their sales volumes and market reach [2].  However, 
for newcomers aspiring to enter this digital marketplace, selecting the right products to sell 
presents a formidable challenge. Typically, these newcomers rely on their limited past sales 
experience, often making impulsive decisions about their product lines that may not align with 
market demands. Alternatively, some sellers analyze existing data on e-commerce platforms, 
opting to sell products with high sales volumes. However, these products have been on the 
market for an extended period, benefiting from well-established data. New sellers lack such 
established metrics, making direct comparisons with top-performing products misleading. 
Furthermore, the complexity of this research issue is compounded by the diverse nature of 
products on e-commerce platforms. The vast array of categories makes developing a universal 
model applicable across different product types exceedingly challenging. Each category 
exhibits unique characteristics, consumer preferences, and market dynamics, necessitating 
tailored approaches. Additionally, e-commerce landscapes are characterized by high 
uncertainty and dynamism. This environment makes it difficult for models trained on historical 
data to adapt effectively to market changes. The rapid evolution of consumer trends, 
competition dynamics, and economic factors often render static solutions obsolete soon after 
development. As a result, there is a pressing need for adaptive solutions that can evolve with 
the market, ensuring relevance and accuracy in their predictive capabilities. 

Consequently, there has been an increased scholarly focus on product sales volume 
prediction. Current research, however, faces several limitations: 1) Models often focus on 
products within a single category, resulting in poor data generalization [3,4]. 2) Many studies 
employ essential linear regression networks or neural network models, which are only 
effective for predicting simple data sets and need help with more complex features [5,6,7,8]. 
3) Most research has been confined to predicting sales volumes of existing products, with little 
exploration into forecasting new product sales or selecting new products for market entry 
[9,10]. In response to these gaps, our study makes several contributions. Firstly, our research 
encompasses a broad range of products, surveying 18 items across four major categories. This 
extensive coverage ensures a more comprehensive understanding of product lines (dataset 
comparison shown in Table 1). Secondly, we adopt an integrated model in the prediction part 
rather than relying on a single model. By amalgamating XGBoost, LightGBM, CatBoost, 
SVM, Bayesian Ridge, and ANN methodologies, our prediction model boasts enhanced 
generalization capabilities, making it suitable for predicting diverse products. Thirdly, we 
employ a three-tiered clustering methodology in the selection part to further refine and select 
products with specific attributes. Consequently, our VN-CPC (Voting for N base models and 
Clustering to Product Categories) effectively combines product forecasting and selection into 
a cohesive approach that can be adapted across various categories and products, assisting 
researchers and sellers in their endeavors. This paper is organized as follows: Section 2 delves 
into the existing literature on sales prediction and feature selection. Section 3 outlines the VN-
CPC framework, and section 4 validates our framework's efficacy through empirical 
experiments on Amazon and extracting key product features. Finally, Section 5 concludes the 
paper, offering insights for future research direction. 
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Table 1. Sales Prediction Dataset Comparison 
 

Comparison BSP[3] ESDP[4] DSF[5] M-GAN-
XGBOOST[8] 

VN-CPC 

Categories  1 1 2 9 18 
Samples 1,408 2,000 16,332 12,068 24,834 
Features  8 10+ 20+ 30+ 60+ 

2. Related Work 

2.1 Machine Learning in Sales Forecasting 
Sales Forecasting-based machine learning has emerged as a pivotal element in e-commerce, 
reshaping the landscape of business intelligence and strategic planning. As digital commerce 
experiences unprecedented growth, the need for sophisticated predictive models has become 
paramount, moving beyond traditional sales data analysis to encompass factors such as 
customer behaviors, product attributes, and promotional activities. This evolution underscores 
a significant shift towards leveraging advanced machine learning techniques, which have 
shown remarkable potential in deciphering complex sales patterns. Among these, neural 
networks, logistic regression, and support vector regression stand out for their ability to distill 
insights from vast e-commerce sales datasets. Deep neural framework for sales forecasting in 
e-commerce (DSF)'s [5] sequence-to-sequence learning approach uses an innovative product 
sales residual network to consider competition and promotional dynamics. Similarly, Bandara 
et al.'s [11] deployment of Long Short-term Memory (LSTM) neural networks is used to tailor 
forecasting to the given demands of e-commerce, while the work by Liu et al. [12] underscores 
the critical role that comprehensive feature engineering has improving sales prediction 
accuracy. The hybrid autoregressive integrated moving average and nonlinear autoregressive 
neural network (ARIMA-NARNN) model [13] further illustrate the effectiveness of 
combining traditional and neural network models to capture the multifaceted nature of e-
commerce sales fluctuations. A similar work [14] forecasts the impact of COVID-19 on 
cigarette sales across Spanish provinces. The analysis compares sales data with model 
predictions to quantify the pandemic's effect. Petroșanu et al.'s [7] Directed Acyclic Graph 
(DAG) architecture represents cutting-edge advancements in sales forecasting, offering 
granular and long-term projections. The integration of deep learning for catalog management 
by Sales et al. [15] and the innovative Super Imperial Crown Model (SICM) for online 
agricultural trading by Mu et al. [16] illustrate the versatility of machine learning applications 
across diverse e-commerce segments. Moreover, Schneider and Gupta's [17] consumer 
review-based forecasting approach reflects the continuous quest for models that accommodate 
the intricate web of sales influencers. The explorations into e-commerce sales modes and 
information sharing by Yang et al. [18] and Makkar et al. 's [19] application of the 
autoregressive integrated moving average (ARIMA) model for forecasting further delineate 
the breadth of research on refining sales prediction mechanisms in the digital commerce 
domain. 
 

2.2 Feature Selection and Multi-objective Optimization 
Multi-objective optimization in sales forecasting is an essential component that enhances the 
predictive power of machine learning models, ensuring a delicate balance between model 
complexity and accuracy. Liu et al. [12] underscore the importance of meticulous feature 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 18, NO. 10, October 2024                         2821 

engineering in e-commerce. This demonstrates that model training and ensemble techniques 
can improve a classification model's efficacy for predicting repeat buyers. Several methods 
have emerged that enhance the use of feature selection. For example, Cheriyan et al. [20] 
demonstrate how the Gradient Boost Algorithm could maximize forecasting accuracy, thus 
illustrating the potential of sophisticated data mining techniques in refining prediction models. 
Likewise, the incorporation of online User-Generated Content (UGC) analysis by Chong et al. 
[21] represents a paradigm shift in feature selection, where the dynamics of online reviews and 
sentiments have become integral in forecasting e-commerce sales. The DSF model [5] 
illustrates the importance of using a diverse feature set, including user behavior and 
promotional campaigns, for navigating the e-commerce sector's ever-evolving landscape. The 
quest for optimal feature selection is further exemplified by Singh et al. [22], who advocate 
using forecasting methodologies based on the unique sales patterns observed in online retail, 
particularly during peak shopping seasons. Chen et al. [23] explore the challenges of price 
dispersion and forecasting within the niche baby food market in China's cross-border e-
commerce by offering empirical insights into the synergies between price dispersion itself, 
seller reputation, and sales volume.  This contrasted with the work of Krasonikolakis et al. 
[24], which offers novel insights into consumer behavior within virtual worlds, focusing on 
store selection criteria and sales prediction, diverging from traditional and online retail 
paradigms. The challenge of forecasting demand for short-life cycle products is explored by 
Afifi [25], who highlights the volatility and unpredictability inherent in industries such as 
fashion and technology. Recent research highlights that analyzing textual information, such as 
news sentiment, can enhance prediction accuracy [26]. Likewise, Thorleuchter et al. [27] 
investigate the impact of textual information on e-commerce websites, specifically looking at 
how it affects the success trajectory of top e-commerce entities. Shi et al. [28] focus on the 
complex inventory management landscape used by a Chinese fashion retailer engaged in cross-
border e-commerce to understand the intricacies of managing a broad product offering and the 
associated risks. Cremer et al. [29] explore the role of scarcity messages in e-commerce, 
unraveling how such messages sway sales across different purchase stages, particularly for 
“long tail” goods. Flash sales in e-commerce can be characterized by ephemeral high discount 
offers that substantially alter user preferences and available product assortments.  As such, this 
poses several unique challenges studied by Li et al. [30]. In contrast, Pålsson et al. [31] 
investigate to demystify the energy efficiency conundrum between e-commerce and traditional 
in-store shopping. This results in some conclusions on the factors influencing energy 
consumption across these retail modalities. In a strategic exploration, Zhang et al. [32] 
examine firms' manipulation of sales volumes on e-commerce platforms, using a game-
theoretic framework to understand its repercussions on market dynamics and platform 
profitability. Finally, by studying the complexities of promotional strategies on e-commerce 
platforms, Tong et al.  [33] examine the differential impacts of various promotional types on 
online sales and conversion rates within a hierarchical promotional structure. This diverse set 
of studies highlights the multifaceted nature of sales forecasting in e-commerce by addressing 
different approaches to feature selection and multi-objective optimization.  
 

2.3 Customer Purchase Behavior Prediction in E-Commerce 
Exploring customer purchase behavior prediction in e-commerce has been a focal point for 
researchers aiming to understand the intricate dynamics of online shopping. Cirqueira et al. 
[34] provide a comprehensive review of the literature on this subject, laying down an analytical 
framework that supports future investigations into consumer behavior online. Building on this 
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foundation, Gordini and Veglio [35] focus on the Business-to-Business (B2B) sector, 
introducing innovative methodologies for churn prediction, which is pivotal for sustaining 
long-term customer relationships and ensuring business continuity. Zhu et al. [36] address the 
challenge of predicting product returns, a critical aspect of e-commerce logistics, using a 
weighted hybrid graph (HyGraph) that aims to decode the complexities of online shopping 
behaviors and return patterns, offering e-tailers a tool to mitigate the impact of returns on their 
operations. The use of e-commerce analytics is illustrated by Chaudhuri et al. [37], where the 
impact of online customer engagement on e-commerce performance was examined, 
contrasting deep learning techniques with traditional machine learning models to predict 
purchase behaviors based on platform engagement and customer characteristics. This study 
exemplifies how advanced computational methods are increasingly employed to decipher 
consumer intent. Similarly, Vallés-Pérez et al. [38] and Liu et al. [39] focus on sales 
forecasting and search engine optimization in e-commerce, respectively. Vallés-Pérez et al. 
employ deep learning for fine-grained sales predictions, whereas Liu et al. propose a Cascade 
ranking model to enhance search efficiency and effectiveness on e-commerce platforms. These 
studies demonstrate the importance of integrating cutting-edge technologies to improve the 
digital marketplace's operational performance and customer experience. Peng et al. [40] and 
Xu et al. [41] explore the dynamics of online flash sales and live-streaming e-commerce, 
respectively, highlighting several factors influencing consumer purchase intentions and the 
pivotal role of anchor reputation in driving sales. These studies highlight the unique challenges 
and opportunities presented by emerging e-commerce formats and the need for tailored 
strategies to capitalize on them. Lastly, Mu et al. [42] examine the strategic interplay between 
online preferences, retail services, and dual-channel supply chain management within the 
context of sustainable development. Their research, grounded in consumer utility selection 
theory, offers valuable insights into optimizing business operations in a digitally transformed 
landscape while adhering to sustainable practices. Collectively, these studies provide several 
insights into customer purchase behavior prediction in e-commerce, each contributing unique 
perspectives and methodologies that enrich our understanding of the digital consumer psyche 
and the operational strategies that e-commerce platforms can employ to navigate the 
complexities of the online market. 

Existing studies have concentrated on forecasting sales volumes or understanding consumer 
behaviors in isolation, often neglecting the critical decision-making phase that follows 
prediction. This results in a lack of comprehensive frameworks that integrate robust predictive 
analytics with actionable strategies for product selection and portfolio optimization. Our 
research advances the field of e-commerce sales forecasting by integrating an ensemble of 
machine-learning models for enhanced predictive accuracy. Also, it introduces a novel tiered 
clustering model for strategic decision-making. This approach differs from existing studies 
focusing solely on prediction by improving model generalizability across various product 
categories and facilitating informed product selection through a systematic filtering process. 
Our innovative framework bridges the gap between prediction and practical application, 
offering a comprehensive solution for dynamic decision-making in the e-commerce landscape. 
 

3. Methodology 
The VN-CPC framework (illustrated in Fig. 1) represents an innovative approach to 
forecasting sales and identifying key product attributes in the e-commerce domain. The 
framework consists of two main parts: an ensemble prediction model and a three-tiered 
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clustering model. The ensemble prediction model combines the strengths of six foundational 
models: three tree-based models (XGBoost [43], LightGBM [44], and CatBoost [45]), SVM 
[46], Bayesian Ridge [47], and ANN [48]. The tree-based models are effective for structured 
data, SVM handles high-dimensional classification, Bayesian Ridge provides probabilistic 
inference, and ANN models complex nonlinear relationships and then employs Optuna [49] 
to find the optimal combination of base model weights, ensuring robust sales forecasts for new 
products. The ensemble approach is designed to capture a broad spectrum of patterns and 
relationships within the data, thereby providing a robust and nuanced understanding of sales 
dynamics [50,51]. Building on the initial sales forecasts, the framework further refines its 
analysis through a systematic three-tier clustering process, updated from K-means [52]. This 
process narrows down product attributes to those most indicative of sales success, enhancing 
product selection strategies. The multi-stage clustering method filters vast product datasets, 
pinpointing essential features that guide product selection. Below are details of each part 
employed in our framework. 
 

 
Fig. 1. The VN-CPC Framework 

 
                                                                                    
3.1 Ensemble Sales Prediction Model 
The VN-CPC framework’s first part integrates six foundational models to form an ensemble 
prediction model. Each model brings unique strengths, and their combined use ensures a 
comprehensive approach to sales forecasting.  
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3.1.1 XGBoost 
XGBoost [43], an enhanced version of gradient-boosted decision trees, is tailored for speed 
and high performance. It is particularly notable for its proficiency in managing sparse datasets 
and broad applicability across various regression and classification challenges. The core 
algorithm can be represented as follows: 
 

𝑦𝑦𝚤𝚤� = �𝑓𝑓𝑘𝑘(𝑥𝑥𝑖𝑖)
𝐾𝐾

𝑘𝑘=1

,𝑓𝑓𝑘𝑘 ∈ ℱ 
               
(1) 

 
here 𝑦𝑦𝚤𝚤�  is the predicted sales value for the 𝑖𝑖-th instance, 𝑓𝑓𝑘𝑘  are the decision trees based on 
products, 𝑥𝑥𝑖𝑖 are the product features and ℱ is the space of all possible trees. 
 
3.1.2 LightGBM 
A streamlined gradient boosting framework that employs tree-based learning algorithms. 
LightGBM [44] is notable for its remarkable efficiency in managing vast datasets and high 
computational speed, making it exceptionally suited for scenarios demanding rapid processing. 
The model can be mathematically described as: 

𝑦𝑦𝚤𝚤� = γ +�η
𝑇𝑇

𝑡𝑡=1

⋅ ℎ𝑡𝑡(𝑥𝑥𝑖𝑖) 

 

(2) 

 
where 𝑦𝑦𝚤𝚤�  is the product sales prediction for the 𝑖𝑖-th instance, γ is the initial sales prediction at 
a random state, η is the learning rate between [0,1], ℎ𝑡𝑡 represents the decision trees at iteration 
𝑡𝑡 based on products and 𝑥𝑥𝑖𝑖 denotes the product feature set of the 𝑖𝑖-th instance. 
 
3.1.3 CatBoost 
CatBoost [45] builds an ensemble of decision trees to improve prediction accuracy. The final 
prediction is the sum of predictions from all individual sales prediction trees. One advantage 
of the approach is its ability to handle categorical features directly without requiring extensive 
preprocessing like one-hot encoding. Furthermore, it utilizes innovations such as Ordered 
Boosting and Target Statistics for categorical features that reduce overfitting and improve 
model generalization. 
 
3.1.4 SVM (Support Vector Machine) 
SVM [46]  is a robust and adaptable machine learning model that excels in classification and 
regression tasks within high-dimensional spaces. It identifies the optimal hyperplane that 
segregates data points across different classes. The decision function for SVM, 𝑓𝑓(𝑥𝑥) can be 
formulated as follows: 
 

𝑓𝑓(𝑥𝑥) = sign��α𝑖𝑖𝑦𝑦𝑖𝑖𝐾𝐾(𝑥𝑥𝑖𝑖 , 𝑥𝑥)
𝑛𝑛

𝑖𝑖=1

+ 𝑏𝑏� 

 
(3) 

 
where α𝑖𝑖 are the Lagrange multipliers, 𝑦𝑦𝑖𝑖 are the sales prediction class labels, 𝐾𝐾(𝑥𝑥𝑖𝑖 , 𝑥𝑥) is the 
kernel function, and 𝑏𝑏 is the bias. 
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3.1.5 Bayesian Ridge 
Bayesian Ridge Regression [47] applies Bayesian inference to linear regression, introducing a 
prior distribution over the regression coefficients, typically Gaussian. This approach updates 
the coefficients' distribution based on the observed data, balancing the preceding belief and 
the data likelihood. The model is given by: 
 

𝑦𝑦 =  𝑋𝑋𝑋𝑋 +  𝜀𝜀 (4) 
 
where y is the sales prediction for products, 𝑋𝑋 represents the matrix of  product features, 𝛽𝛽 
denotes the vector of regression coefficients and 𝜀𝜀 represents the error terms, assumed to be 
normally distributed. The fundamental equations include the posterior distribution of 𝛽𝛽 , 
derived from Bayes' theorem: 
 

𝑃𝑃(𝛽𝛽 | 𝑋𝑋,𝑦𝑦)  ∝  𝑃𝑃(𝑦𝑦 | 𝑋𝑋,𝛽𝛽)𝑃𝑃(𝛽𝛽) (5) 
 

where  𝑃𝑃(𝛽𝛽 | 𝑋𝑋,𝑦𝑦) is the posterior probability of the coefficients given the data and ∝ denotes 
proportionality. 𝑃𝑃(𝑦𝑦 | 𝑋𝑋,𝛽𝛽) is the likelihood of observing the data given the coefficients and 
𝑃𝑃(𝛽𝛽) represents the prior probability of the coefficients. 
 
3.1.6 ANN (Artificial Neural Networks) 
Inspired by the structure and function of biological neural networks, ANN [48] captures 
complex nonlinear relationships through their layered architecture. They are highly adaptable 
and can be used for various tasks, from regression to classification. 
 

𝑦𝑦 = ϕ��𝑤𝑤𝑖𝑖𝑥𝑥𝑖𝑖

𝑛𝑛

𝑖𝑖=1

+ 𝑏𝑏� 

 
(6) 

 
where ϕ is the activation function, 𝑤𝑤𝑖𝑖 are the weights assigned to product features 𝑥𝑥𝑖𝑖, and 𝑏𝑏 is 
the bias. 
 
    The VN-CPC framework uses Optuna [49], a hyperparameter optimization method, to 
optimize the predictive power of six foundational models. Optuna helps find the best base 
model weights, ensuring the ensemble model delivers robust and accurate sales forecasts for 
new products. This mechanism integrates the outputs from each model, leveraging their 
strengths and compensating for their weaknesses. Each model in the ensemble contributes to 
the final prediction, with weights assigned to reflect their relative importance and accuracy 
[53]. The ensemble is defined as : 
 

𝑦𝑦𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒� = 𝑤𝑤1 ⋅ 𝐹𝐹1(𝑥𝑥) +𝑤𝑤2 ⋅ 𝐹𝐹2(𝑥𝑥) + 𝑤𝑤3 ⋅ 𝐹𝐹3(𝑥𝑥) + 𝑤𝑤4 ⋅ 𝐹𝐹4(𝑥𝑥) +𝑤𝑤5 ⋅ 𝐹𝐹5(𝑥𝑥)  +𝑤𝑤6 ⋅ 𝐹𝐹6(𝑥𝑥) 
   

(7) 

 
where 𝑦𝑦𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒�  represents the output of the final ensemble sales prediction model in VN-
CPC, which integrates the predictions from individual models—namely XGBoost, LightGBM, 
CatBoost, SVM, Bayesian Ridge, and ANN—through their respective prediction functions 
𝐹𝐹1(𝑥𝑥),𝐹𝐹2(𝑥𝑥),𝐹𝐹3(𝑥𝑥),𝐹𝐹4(𝑥𝑥),𝐹𝐹5(𝑥𝑥),𝐹𝐹6(𝑥𝑥). The weights 𝑤𝑤1,𝑤𝑤2,𝑤𝑤3,𝑤𝑤4,𝑤𝑤5 ,𝑤𝑤6 assigned from 
each corresponding model, the weighted sum equals 1.  
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3.2 Three-tiered Clustering Model 
After completing the first part of a robust sales forecasting model, our next objective is to 
identify product attributes that influence sales performance. This endeavor extends beyond 
simple comparisons of predicted sales figures and requires a sophisticated approach to uncover 
the intrinsic qualities that drive sales success. To achieve this, we propose an iterative 
clustering-based model designed to systematically identify and highlight product attributes 
correlated with higher sales volumes. 
    Initially, we apply our forecasting model to a new sample batch, providing estimated sales 
values for each product. Products are initially grouped based on predicted sales and 
corresponding attributes, forming broad clusters that encapsulate many attributes. As we 
progress, each initial cluster undergoes further segmentation in subsequent iterations, focusing 
on products with higher predicted sales. These stages employ clustering algorithms that 
consider sales figures and delve into the multidimensional space of product attributes. This 
ensures that the clustering process is informed by both the potential for sales and the inherent 
characteristics of the products. Through this iterative refinement, we gradually eliminate 
products with lower sales forecasts and identify those with the highest sales potential. This 
methodical approach allows us to focus on products that promise high sales and share distinct 
attributes potentially indicative of their market success. The culmination of this process is 
extracting common characteristics from the final set of product clusters, which are then 
analyzed to gauge their impact on sales performance. By identifying recurrent attributes 
among the top-performing products, we can infer the features most likely to resonate with 
consumers and drive sales.  
 
3.2.1 Initial Clustering 
In the first phase, we employ the K-means [52] clustering method to group products into 𝐾𝐾1 
clusters based on their predicted sales and attributes: 
 

𝐶𝐶1𝑗𝑗 = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑃𝑃𝑖𝑖;𝐾𝐾1)  𝑓𝑓𝑓𝑓𝑓𝑓 𝑗𝑗 = 1,2, … ,𝐾𝐾1 
 

(8) 

 
where 𝐶𝐶1𝑗𝑗  denotes the 𝑗𝑗-th cluster in the initial round, 𝑃𝑃𝑖𝑖  represents the 𝑖𝑖-th product, and 𝐾𝐾1 
is the predetermined number of clusters. We refine our clustering by adjusting initial 
conditions and performing 15 different samplings to address the potentially high cost of 
incorrect predictions at this stage. The optimal combination, selected based on frequency, is 
then advanced to the next stage. 
 
3.2.2 Refinement Clustering 
The initial clusters 𝐶𝐶1𝑗𝑗  are further segmented into 𝐾𝐾2 sub-clusters to refine the product 
groupings: 
 

𝐶𝐶2𝑗𝑗𝑗𝑗 = 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅�𝐶𝐶1𝑗𝑗;𝐾𝐾2�  𝑓𝑓𝑓𝑓𝑓𝑓 𝑘𝑘 = 1,2, … ,𝐾𝐾2 
 

(9) 

 
where 𝐶𝐶2𝑗𝑗𝑗𝑗 indicates the 𝑘𝑘-th sub-cluster within 𝐶𝐶1𝑗𝑗 , and 𝐾𝐾2 is the number of sub-clusters. 
This stage employs 5 different samplings, with the optimal combination selected based on 
frequency to ensure robustness and accuracy before moving to the final stage. 
 
 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 18, NO. 10, October 2024                         2827 

3.2.3 Final Clustering for Attribute Extraction 
The final round involves further analysis of each sub-cluster 𝐶𝐶2𝑗𝑗𝑗𝑗 to isolate products with the 
highest sales forecasts: 
 

𝐶𝐶3𝑗𝑗𝑗𝑗𝑗𝑗 = 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹�𝐶𝐶2𝑗𝑗𝑗𝑗;𝐾𝐾3�  𝑓𝑓𝑓𝑓𝑓𝑓 𝑙𝑙 = 1,2, … ,𝐾𝐾3 
 

(10) 

 
where 𝐶𝐶3𝑗𝑗𝑗𝑗𝑗𝑗 represents the final clusters focusing on top-performing products and 𝐾𝐾3 is the 
number of final clusters isolating these products. This stage includes 3 different samplings, 
with the optimal combination selected based on frequency. 
 
3.2.4 Attribute Extraction 
After the final clustering round, we extract common attributes from top-performing products: 
where 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡 denotes the attributes prevalent among products with the highest sales forecasts. 
 

𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸�𝐶𝐶3𝑗𝑗𝑗𝑗𝑗𝑗� 
 

(11) 

 
This structured and iterative clustering framework enables a detailed analysis of product 

attributes associated with higher sales volumes, offering strategic insights for decision-making 
in e-commerce platforms. By focusing on attributes tied to higher sales predictions and 
employing a phased filtering approach, we can isolate critical factors contributing to product 
success within the e-commerce domain.  

 

4. Experiment Analysis 
4.1 Dataset 
We collected product data from Amazon across 18 specific categories, ensuring each category 
contained 1,500 to 2,000 products for uniformity. The data was gathered from April 15, 2024, 
to May 15, 2024, resulting in 24,834 entries. We divided the dataset into three subsets: 14,898 
entries for the training set, 4,968 for the test set, and another 4,968 for the prediction set. The 
split ratio of the dataset is 0.6:0.2:0.2. For product features, we categorized them into two types: 
common features and unique product-specific features, with 16 common features and 47 
unique product-specific features, totaling 63 features. We processed these features using one-
hot encoding. In the Appendix, Table 4 provides examples of these product features. The 
training set was used to train our models, the test set was utilized to compare the performance 
between different models, and the prediction set was used in the subsequent three-tier 
clustering model. As seen in Fig. 2, the 18 specific product categories are evenly distributed 
among four major categories: Electronics, Home, Kitchen, and Personal Care. The graph 
shows the sales distribution per price unit, indicating that most products fall into the lower 
sales categories. As sales per price unit increase, the number of products in each category 
decreases. This trend is consistent across all four major categories, suggesting that it is 
impossible to select suitable categories directly based on the distribution alone. 
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Fig. 2. Distribution of Sales per Price across Major Categories 

 
4.2 Model Training and Convergence Analysis 
We conducted comprehensive training on six base models using a dataset of 14,898 samples 
to analyze the VN-CPC framework empirically. Each model was trained for 100 epochs to 
observe the Root Mean Square Error (RMSE) convergence across the training sets. The 
hyperparameters for the tree-based models were set as follows: number of estimators = 100, 
maximum tree depth = 5, minimum samples per leaf = 20, and learning rate = 0.1. For the 
ANN model, we set the batch size = 32 and the learning rate = 0.001. As depicted in Fig. 3, 
tree-based models (XGBoost, LightGBM, and CatBoost) demonstrated superior convergence 
properties and performed commendably during the training phase. Traditional models such as 
SVM and Bayesian Ridge also achieved convergence but to a lesser extent than the tree-based 
models. The ANN model exhibited some fluctuations with minimal changes but reached a low 
point early in the training, indicating the fastest RMSE decline. This fluctuation might be due 
to a high learning rate, leading to instability. Subsequently, we utilized Optuna for 
hyperparameter tuning to optimize the weights within the VN-CPC sales prediction model. 
Initially, we set equal weights for the six base models, approximately 0.16 each. We then 
conducted the tuning in phases: Phase 1 at 25 iterations, Phase 2 at 50 iterations, and finally, 
at 100 iterations. As shown in Fig. 4, the RMSE progressively decreased with weight 
optimization. After 100 iterations (depicted by the purple line), the results outperformed those 
from Phase 1 and Phase 2, reaching the lowest RMSE. The optimized weight distribution at 
this point was XGBoost (0.41), LightGBM (0.19), CatBoost (0.17), SVM (0.07), Bayesian 
Ridge (0.05), and ANN (0.11). We also conducted an ablation study, maintaining the weight 
proportions of the three tree models from the optimal weights and removing SVM, Bayesian 
Ridge, and ANN. The convergence (indicated by the green line) was inferior to the optimal 
weight combination. This demonstrates that, despite their smaller weights, SVM, Bayesian 
Ridge, and ANN contributed to the overall optimization of the model. Additionally, the 
optimized weights of VN-CPC demonstrated superior performance compared to individual 
base models (indicated by the dark blue line in Fig. 3). 
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Fig. 3. Comparative Convergence Analysis of Different Models 

 
Fig. 4. Comparative Convergence Analysis of Different Weights Combination of VN-CPC 

 
4.3 Test for Different Categories 
We test predictive models for various appliance categories on Amazon's 4,968 samples. As 
shown in Table 2, “I” refers to “Consumer Electronics”, indicating the electronic devices 
typically used for daily activities such as entertainment, communication, and office work. “II” 
represents “Home Appliance”, which encompasses devices that assist in household functions 
such as cleaning, cooking, and home maintenance. “III” is designated for “Kitchen Appliance”, 
referring to the subset of home appliances used explicitly in the kitchen for food preparation 
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and storage. Lastly, “IV” denotes “Personal Care Appliance”, which includes electrical 
devices for personal grooming and healthcare purposes. The performance metrics used to 
evaluate the models were Mean Squared Error (MSE), Root Mean Squared Error (RMSE), and 
Mean Absolute Error (MAE), which are standard in the field for quantifying prediction 
accuracy. For Consumer Electronics (I), VN-CPC achieved the lowest MSE (0.995) and 
RMSE (0.998), improving upon the next best model, XGBoost, by 9.0% and 4.5%, 
respectively. Its MAE (0.754) was also the lowest, outperforming XGBoost (0.792) by 4.8%, 
LightGBM (0.824) by 8.5%, and CatBoost (0.845) by 10.8%. For Home Appliance (II), VN-
CPC demonstrated superior performance with an MSE of 0.892 and an RMSE of 0.944, 
improving upon XGBoost by 6.0% and 3.1%, respectively. Its MAE (0.646) was 3.6% better 
than XGBoost (0.670), 4.9% better than LightGBM (0.679), and 6.5% better than CatBoost 
(0.691). For Kitchen Appliance (III), VN-CPC's MSE (0.710) and RMSE (0.840) were the 
lowest, showing improvements of 1.5% and 1.1% over XGBoost. The MAE (0.537) of VN-
CPC outperformed XGBoost (0.550) by 2.4%, LightGBM (0.557) by 3.6%, and CatBoost 
(0.584) by 8.1%. For Personal Care Appliance (IV), VN-CPC had the lowest MSE (1.213) and 
RMSE (1.101), outperforming the next best model, XGboost, by 7.0% and 3.6%, respectively. 
Its MAE (0.812) was 3.8% better than XGBoost (0.844), 6.7% better than LightGBM (0.870), 
and 8.1% better than CatBoost (0.884). Overall, VN-CPC demonstrated the lowest MSE, 
RMSE, and MAE values across all categories, indicating its superior predictive performance. 
It performed best in the Consumer Electronics category, with the most significant 
improvements over other models. 
 

Table 2. Metrics of Different Models for E-commerce Sales Prediction 
 

Model MSE RMSE MAE 
I II III IV I II III IV I II III IV 

XGboost 1.093 0.949 0.721 1.304 1.045 0.974 0.849 1.142 0.792 0.670 0.550 0.844 

LightGBM 1.168 0.994 0.761 1.347 1.081 0.997 0.873 1.161 0.824 0.679 0.557 0.870 

CatBoost 1.188 0.994 0.799 1.358 1.090 0.997 0.894 1.165 0.845 0.691 0.584 0.884 

SVM 2.352 2.264 1.410 2.844 1.534 1.505 1.188 1.687 1.119 0.964 0.696 1.228 

Bayes 2.457 2.218 1.456 3.450 1.567 1.489 1.207 1.858 1.241 1.118 0.840 1.464 

ANN 1.650 1.281 1.297 1.866 1.284 1.132 1.139 1.366 0.968 0.817 0.673 1.055 

VN-CPC 0.995 0.892 0.710 1.213 0.998 0.944 0.840 1.101 0.754 0.646 0.537 0.812 

 
    As seen in Table 3, the VN-CPC prediction model with optimal weights demonstrated the 
best performance, reducing RMSE and MSE values compared to the initial weights and Phase 
1 and Phase 2 weights. For example, the optimal weights resulted in an RMSE of 0.998 for 
Consumer Electronics (I), compared to 1.141 with initial weights, 1.139 in Phase 1, and 1.076 
in Phase 2. This trend was consistent across other categories, with the optimal weights 
consistently providing the best performance. Additionally, an ablation study was conducted 
where SVM, Bayesian Ridge, and ANN were removed while maintaining the tree models' 
weight proportions. This resulted in a performance decline (Ablation), as indicated by higher 
RMSE and MSE values than the optimal weights. For instance, the ablation study's RMSE for 
Consumer Electronics (I) was 1.011, higher than the optimal weight RMSE of 0.998. Similar 
trends were observed across other categories, demonstrating that although SVM, Bayesian 
Ridge, and ANN contributed smaller weights, their inclusion improved the model's overall 
performance and convergence stability. The VN-CPC model with optimal weights 
outperformed other weight configurations and individual base models, confirming the 
effectiveness of our ensemble approach and the importance of including a diverse set of base 
models to enhance predictive accuracy and stability. Meanwhile, we compared three common 
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ensemble models  [54]: Bagging, Boosting, and Stacking with our VN-CPC model. As shown 
in Fig. 5, VN-CPC consistently outperformed the other models across all four product 
categories in both RMSE and MAE metrics. Notably, Bagging exhibited the weakest 
performance, suggesting that splitting the dataset for independent model training is not ideal 
for sales forecasting tasks. Although Boosting and Stacking produced similar results, both 
were surpassed by VN-CPC. This improvement can be attributed to VN-CPC’s ability to 
combine the strengths of multiple base models effectively. Unlike Boosting, which may overly 
focus on reducing bias and can sometimes amplify noise, and Stacking, which may not fully 
capture the complexities of the data due to potential overfitting, VN-CPC uses a carefully 
balanced ensemble and optimized weighting mechanism to address these limitations, resulting 
in more accurate and stable predictions. 

 
Table 3. Metrics of Different Weights Combination of VN-CPC  

 

Weights MSE RMSE MAE 
I II III IV I II III IV I II III IV 

Initial 1.302 1.089 0.824 1.547 1.141 1.044 0.908 1.244 0.885 0.744 0.592 0.979 

Phase 1 1.298 1.115 0.829 1.573 1.139 1.056 0.911 1.254 0.883 0.747 0.593 0.975 

Phase 2 1.157 0.996 0.763 1.376 1.076 0.998 0.873 1.173 0.819 0.684 0.549 0.888 

Ablation 1.022 0.894 0.710 1.234 1.011 0.946 0.842 1.111 0.768 0.646 0.537 0.825 

Optimal 0.995 0.892 0.710 1.213 0.998 0.944 0.840 1.101 0.754 0.646 0.537 0.812 

 

 
Fig. 5. Comparison of RMSE and MAE for Different Ensemble Models 

 
4.4 Predictive Analysis of Emerging Product Sales 
In the subsequent phase of our experiment, we used the remaining 4,968 new products, each 
in the nascent stage of their market lifecycle. Utilizing the optimal weight VN-CPC prediction 
model, we projected the potential sales for these products and initiated a three-tiered clustering 
model within VN-CPC. Referencing Fig. 6, our initial clustering identified three broad 
categories for the 4,968 newly introduced products, resulting in clusters containing 1,120, 212, 
and 3,636 samples, respectively. Upon careful inspection, we found that the third cluster, 
primarily home-based items (e.g., coffee machines, small humidifiers) and kitchen appliances 
(e.g., electric mixers, juicer machines, toasters), had a higher projected sales volume. In the 
second phase, Refinement Clustering, we focused on the 3,636 promising samples from the 
third cluster. These were further segmented into three refined sub-clusters of sizes 2,241, 1,121, 
and 274. This analysis highlighted the second sub-cluster (e.g., coffee machines, electric 
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mixers, juicer machines, air fryers) with the highest sales forecast. In the final stage, Final 
Clustering, we concentrated on the 1,121 samples from the selected sub-cluster, extracting 
specific product attributes. These were then subdivided into three more focused groups 
containing 280, 561, and 280 samples. This systematic approach to clustering culminated in 
identifying standout product attributes from the final clusters, thereby streamlining our product 
selection process. Our findings, particularly from the coffee machine category, highlighted 
vital attributes such as a milk frother, machine type, stainless steel construction, reusability, 
fully automatic operation, and classic black color. These insights inform our product selection 
strategy, ensuring our choices are firmly rooted in data-driven attributes poised to resonate 
well with the market and drive sales. The VN-CPC enhances our product selection strategy 
and sets a precedent for future expansions across various categories. 

5. Conclusion 
Our VN-CPC framework provides meaningful advancements in e-commerce sales forecasting 
and product selection. By integrating the strengths of various machine learning models through 
an ensemble mechanism, the VN-CPC prediction part demonstrates superior accuracy and 
reliability in predicting sales volumes across diverse product categories compared to 
individual prediction models and other ensemble methods. It effectively navigates the 
complexities of e-commerce data, providing valuable insights into future sales with minimized 
error margins, as reflected by the lower RMSE scores. This predictive proficiency is crucial 
for businesses aiming to optimize inventory management, tailor marketing strategies, and 
enhance customer satisfaction through improved product availability forecasting. Furthermore, 
the VN-CPC framework incorporates a three-tier clustering process: Initial Clustering, 
Refinement Clustering, and Final Clustering. This process enables explicit and informed 
decision-making for product selection, reducing the randomness often encountered in e-
commerce inventory management. By systematically filtering through large product datasets, 
our framework identifies key product features at each clustering stage, ensuring that the 
selected products align with sales-boosting attributes. 

However, the VN-CPC framework has its limitations. While the ensemble technique offers 
enhanced accuracy, it also introduces additional computational complexity, leading to 
increased processing time and resource demands, which may pose challenges for real-time 
analysis and scalability to larger datasets. Additionally, the dataset used in this study has 
limitations, particularly in the time frame of data collection, which could affect the 
generalizability of the results. Future research should focus on incorporating real-time market 
analytics to improve the model's responsiveness to immediate trends, exploring more 
computationally efficient algorithms to reduce resource demands, expanding the range of 
product categories, and extending the data collection period to enhance the robustness and 
applicability of the VN-CPC framework. 
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Fig. 6. Hierarchical Clustering Results  

 

Appendix 
 
As seen in Table 4, it provides examples of product features. We categorized the features into 
two types: common and unique product-specific features, with 16 common features and 47 
unique product-specific features, totaling 63. We show some of the unique features below. 
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Table 4. Examples of Product Features 
 

Common 
Features 

Example Unique Features Description Product Categories 

Brand Apple Connectivity Connect mode between 
the device and 

controller 

Gaming keyboard; Computer 
mouse; USB flash; Wireless 

earphones; Small speaker 
Color Black Storage The memory size of 

the USB flash 
USB flash 

Manufacturer Dell Form In-ear form Wireless earphones 
Price 15.99 Number of keys Key count of keyboard Gaming keyboard 

Rating 4.4 Has milk frother Whether it contains a 
milk frother 

Coffee maker 

Number of 
rating 

64 Has 802.11ax Whether it has 
802.11ax 

WIFI router 

Price of 
delivery 

1.99 Noise level Runtime noise level Tower fan 

Days of 
delivery 

5 Has brushing timer Timer included or not Electronic toothbrush 

Launch time 2023 Is 1080P 1080P included or not Small projector 
Country China Is quiet Whether it is quiet 

while running 
Small humidifier; Juicer 

Saving 
percentage 

-0.2 Is dishwasher safe Whether it is 
dishwasher-safe 

Air fryer; Mixer; Juicer 

Weight 
(pounds) 

0.70625 Powersource Charge mode Hair dryer; Facial cleansing 
device 

Length 4.1 Capacity Equipment capacity Air fryer; Mixer; Juicer; 
Small humidifier; Coffee 

maker 
Width 7.9 Firmness 

description 
The hardness of the 

brush 
Electronic toothbrush 

Height 1.4 Pack Number of items in 
each package 

USB flash 

Rank 725 … … … 
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