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Abstract 
 
Due to COVID19 pandemic, most of educational institutions and schools changed the 
traditional way of teaching to online teaching and learning using well-known Learning 
Management Systems (LMS) such as Moodle, Canvas, Blackboard, etc. Accordingly, LMS 
started to generate a large data related to students’ characteristics and achievements and other 
course-related information. This makes it difficult to teachers to monitor students’ behaviour 
and performance. Therefore, a need to support teachers with a tool alerting student who might 
be in risk based on their recorded activities and achievements in adopted LMS in the school. 
This paper focuses on the benefits of using recorded data in LMS platforms, specifically 
Moodle, to predict students' performance by analysing their behavioural data and engagement 
activities using data mining techniques. As part of the overall process, this study encountered 
the task of extracting and selecting relevant data features for predicting performance, along 
with designing the framework and choosing appropriate machine learning techniques. The 
collected data underwent pre-processing operations to remove random partitions, empty values, 
duplicates, and code the data. Different machine learning techniques, including k-NN, TREE, 
Ensembled Tree, SVM, and MLPNNs were applied to the processed data. The results showed 
that the MLPNNs technique outperformed other classification techniques, achieving a 
classification accuracy of 93%, while SVM and k-NN achieved 90% and 87% respectively. 
This indicates the possibility for future research to investigate incorporating other neural 
network methods for categorizing students using data from LMS. 
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1. Introduction 

Education has a vital role in a country's culture and progress, impacting both individuals and 
society [1]. The COVID-19 epidemic has resulted in a higher utilization of Learning 
Management Systems (LMS) in distance learning. With the growing user base and abundance 
of recorded course data in LMS, there is a demand for automated capabilities to assist 
administrators, learners, educators, and policymakers in the field of education [2]. Data-driven 
insights empower educators to make well-informed decisions regarding teaching approaches, 
showcasing the transformative capabilities of AI (Artificial Intelligence) in learning.  AI and 
data mining methods are acknowledged in academic research for revolutionizing education 
through tailored and personalized learning, offering adaptable materials to learners worldwide, 
and employing automated assessment and instant feedback. [3].  

Historically, the E-learning systems first had a site for enrolment in courses and test marks. 
They have transformed into portals for individual profiles, sharing educational resources, and 
online connection [4]. Student data from the LMS, which includes information on students 
and their behaviours in courses, is utilized to predict students' academic success through the 
application of AI and data mining methods. Predicting accurately is a challenging process 
because of issues such as the accessibility of datasets, the appropriateness of algorithms, and 
the effectiveness of qualities or variables [5]. Thus, to achieve a definitive outcome, the 
research requires a vast dataset and the utilization of several methodologies based on different 
algorithms [6]. 

To predict the performance of learners in a course, it is also crucial to identify and 
categorize them based on their unique traits. LMS data is used to create datasets containing 
learners features and course-related behaviours to tackle challenges faced by learners during 
their studies [2]. However, the capacity to create accurate predictions depends on factors 
including dataset availability, algorithm adaptability, and the effectiveness of traits or 
variables [7]. 

The widespread availability of the internet has significantly contributed to the emergence 
and growth of e-learning systems. These platforms have become particularly vital during the 
COVID-19 pandemic [8], transitioning from their original functions of course registration and 
test result access to more comprehensive services. They now support individual user profiles, 
facilitate the distribution of educational content, and enable online interactions between 
educators and students – especially for distance learning in higher education [4]. LMS data is 
used to predict students' performance using machine learning algorithms, but accurately 
predicting performance is challenging due to factors such as dataset availability, algorithm 
suitability, and the efficacy of attributes or variables. To produce conclusive results, a large 
dataset and multiple techniques based on various algorithms are required.   

Therefore, this research will answer the following questions: 
1. To what degree can the features of Moodle be regarded as a dependable indicator of 

students' academic performance?  
2. Which machine learning algorithms can provide superior classification accuracy, 

surpassing other algorithms in terms of results?  
 

This paper focuses on applying machine learning (ML) techniques to predict students' 
academic performance by analysing behavioural data and online interactions collected from 
Moodle. The goals are twofold: enhance student academic success and overall learning quality, 
as well as pinpoint key factors that influence prediction accuracy.   
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Significant dataset features and algorithms that contribute to the achievement of students 
and produce prediction models are identified. To achieve this, hybrid feature selection methods 
are employed to improve the accuracy of prediction by optimizing the significance of each 
feature. 

Furthermore, machine learning algorithms are utilized for overseeing students in e-learning 
and furnishing them with pertinent information and remedies [9]. This would facilitate 
students in anticipating their academic performance and enable instructors to efficiently 
monitor and support students. 

The rest of the paper is organized as follows: Section 2 presents a background on machine 
learning in education, discusses the dataset, techniques, and algorithms used for predicting 
student performance, and summarizes the adopted algorithms. In Section 3, explains the data 
collection and pre-processing phase. Also, it describes the building model phase and 
classification metrics selection. Section 4 presents the experiment and evaluation of the results 
by every algorithm and focuses on the comparison between the classification performance of 
MLPNNs and SVM. Section 5 discusses and compares the results in relation to the state of the 
art. Finally, in Section 6 we conclude the paper with a brief summary and discuss the future 
work. 

2. Related Work 
The demand for IT skills has led to a focus on computer science in education, particularly in 
STEM (Science, Technology, Education, Mathematics) subdisciplines like artificial 
intelligence and statistics. Machine learning, a subfield of artificial intelligence, can analyse 
and interpret data from online learning systems, providing insights for identifying students at 
risk, suggesting personalized learning materials, improving content delivery, and evaluating 
instructional strategies. This method enhances online learning experiences and aids in the 
ongoing enhancement of educational platforms, fostering a potent synergy between 
technology and education. 

LMSs facilitate interaction between traditional teaching methods and digital resources, 
providing personalized e-learning opportunities [10]. As a result of the COVID-19 pandemic, 
educational institutions have had to adapt to limitations on in-person engagement, which have 
prevented most traditional methods of teaching and assessment [11]. 

Higher Education Institutions (HEIs) have effectively utilized LMSs and it was noticed 
increase in the available tools for academic and educational purposes [11]. Moodle, MOOCs, 
and Google Classroom were the most extensively studied learning platforms from 2015 to 
2020 [8]. Moodle, an open-source cloud based LMS, is widely used in HEIs, including STEM 
education [12], with its user base increasing from 78 million in 2015 to over 368 million by 
2023 [13]. 
Different research investigated the correlation between the learning performance of students 
and their cooperative programming learning behaviour. Students who performed well 
independently, improved themselves with assistance, gained confidence after gaining 
enlightenment, and imitated others had superior academic performance. Those who 
plagiarized and performed inadequately without assistance, however, fared worse. Identifying 
subpar behaviour after a problem has been solved, intervening to improve it, and providing 
more incentives for motivation and early problem-solving feedback are all recommendations 
made in the study [14].  

Another study examines the relationship between learning styles, participation types, and 
learning performance in programming language learning using an online forum. Kolb's 
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learning style inventory was used to identify learning types, while Social Learning Theory was 
used to define participation types. In total, 144 students participated in a half semester 
ASP.NET course, and learning scores and satisfaction were measured. Results showed that 
different learning styles and participation types significantly impacted learning scores, with 
the 'Accommodator' style having superior scores. The study suggests that online forums and 
active participation can enhance learning performance [15].  
On the other hand, authors in [16] conduct a comprehensive assessment of 357 papers and 
categorizes data sources into five distinct categories: demographic, personal, academic, 
behavioural, and institutional. Demographic information encompasses several aspects such as 
age, gender, educational attainment, geographical location, health status, and family 
background. Personality data encompasses psychological and emotional information, such as 
self-control, self-confidence, and the five major personality qualities. Academic data 
encompasses many indicators such as course performance and previous academic 
achievements, such as performance in secondary school. Behavioural data encompasses 
several metrics such as time spent on task and the frequency of interactions with the learning 
material. Institutional data refers to information related to teaching methods, the quality of 
high schools, and other relevant factors [17]. 

Numerous statistical and machine learning models have been used to predict students' 
performance, with Moodle LMS being a popular choice for online teaching and learning in 
HEIs. However, research on Moodle's capabilities is scattered across published literature. For 
example, Feiyue Qiu1 et al. developed an e-learning performance predictor based on the 
process-behaviour classification model (PBC model), incorporating behaviours like self-
directed learning and system interaction. They used various algorithms (SVC(R), SVC(L), 
naïve Bayes, k-NN(U),  k-NN(D), Soft max) with three data processing methods to reduce 
complexity and maintain predictive performance, achieving a 95% accuracy rate [18]. 
Furthermore, M´elina et al. studied a universal approach to predict students' academic 
achievement using demographic age, average grades, and the CART decision tree algorithm. 
The experimental results showed a 95% accuracy rate, indicating the need for more data [19].  

Amal Alhassan et al.  performed a study to analyse how LMS evaluation grades and online 
activity data affect students' academic performance. The study makes use of several Moodle 
features such as file viewing, email communication, completed quizzes, and academic 
information. The methods used included decision tree, random forest, sequential minimum 
optimization, multilayer perceptron, and logistic regression. The researchers found that 
evaluation grades had the most influence, with the random forest algorithm achieving the best 
accuracy rate of 99.17% [1]. Moreover, Yeong Wook Yang et al developed a technique to 
predict students' academic achievement by analysing procrastinating tendencies through 
submission records and assignment scores. The study revealed that procrastinating leads to 
lower homework marks, reduced free time, and increased sedentary behaviour, ultimately 
reducing the likelihood of graduating. The study employed L-SVM and R-SVM algorithms to 
examine features including free time, homework grades, and overall grades. The accuracy 
rates of the two algorithms were 84% and 69% respectively [20]. 

Additionally, Parisa Shayan et al. utilized online behaviours to predict a student's academic 
success by employing Decision Tree J48 and ID3 algorithms, achieving a 73% accuracy rate. 
The study used learning management system data, student and course details, and performance 
metrics. The main criteria were midterm grade and LMS data before midterm and final tests 
[21]. Otherwise, Rianne Conijn et al. tested using LMS data to predict student performance 
and isolate individual student volatility. The researchers employed Pearson correlation and 
regression analyses algorithms on important features such as the number of mouse-overs, 
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quantity of used materials, normalized meeting time, disrupted study schedules, longest period 
of inactivity, and amount of time spent online. The results found low transferability between 
classes and high influence of individual and group factors on final exam grades. The results 
attained an overall accuracy of 67%  [22]. Table 1 presents a comparison between a number 
of studies that applied machine learning algorithms on dataset extracted from Moodle. 
 

Table 1. Summarize articles that used Machine Learning based on dataset from Moodle. 

Author  Objectives  Features  Algorithms  Results  Accuracy 

Feiyue 
Qiu1  
et al  

Evaluate the Elearning 
process. Create an 
Elearning performance 
predictor using the 
process-behaviour 
classification model 
(PBC model) that you 
suggest.  

Behaviours include as 
in self-directed 
learning, activity 
interacting with 
systems, effectively 
utilizing available 
resources, and engaging 
in meaningful 
interaction with others.  

(SVC(R),  
SVC(L), naïve  
Bayes, k-NN(U),  
k-NN(D), and Soft 
max) with three 
different data 
processing 
methods.  

Minimize the time 
complexity of the 
operation while 
maintaining the 
predictive 
Performance of the 
predictor by 
employing a 
feature selection 
approach.  

95%  

M´elina  
Verger  
Hugo  
Jair  

Escalan 
te  

Investigates a 
universal approach to 
forecasting students' 
academic performance. 

.  

The learner's age and 
education level are both 
examples of 
demographic factors 
that can influence a 
learner's characteristics. 
Academia: refers to the 
calculated average of a 
student's grades 
throughout a course, 
which is then used to 
determine their final 
test score.  
Actionable: The total 
number of mouse clicks 
performed in the 
Courses. 

CART decision 
tree algorithm  

The experimental 
results provide 
initial findings 
regarding the data 
that should be 
taken into account 
for the task . 

80%  

Amal 
Alhassa 

n  
Bassam  
Zafar  

Ahmed  
Mueen  

Analyze the impact of 
students' assessment 
marks and online 
activity data from the 
Learning Management 
System (LMS) on their 
academic performance. 

Quantifiable academic 
metrics include the 
duration of time spent 
on Moodle, the quantity 
of files accessed, the 
number of emails 
exchanged, the number 
of quizzes taken, and 
other relevant academic 
data. 
 

Decision tree,  
random  

forest, sequential 
minimal 

optimization, 
multilayer 

perceptron, and 
logistic 

regression.  

The evaluation 
grades of students 
are the primary 
determinant of their 
academic progress.  
 

Random 
forest  

achieved 
the  

highest  
accuracy 
value of  
99.17%  
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Yeong 
wook 
Yang  
et al  

A technique is 
suggested for 
predicting students' 
academic achievement 
in a course by 
analyzing their 
procrastination 
tendencies. This 
method utilizes data on 
students' submission 
patterns and their 
grades on homework 
assignments.  

Free time, Doing 
nothing, Doing 
something, Homework 
grade,  
and Overall Grade  
  

L-SVM  
  

R-SVM  

The average 
academic 
performance of 
children is 
declining, and their 
opportunities for 
unstructured 
physical activity 
are diminishing, 
while their time 
spent in inactive 
behavior is 
increasing. In other 
words, the higher 
the level of 
procrastination 
among students, the 
worse their chances 
of graduating. 

84%  
  

69%  

Parisa 
Shayan 

and  
Menno 

van 
Zaanen  

Utilize a student's 
online behavior as a 
means of forecasting 
their performance in a 
course. 
 

Data extracted from the 
learning management 
system includes 
information regarding 
students, courses, and 
their respective 
performance metrics.  
 

decision tree J48 
and ID3  

Following the 
initial half of the 
semester, the 
primary factors of 
importance were 
the performance 
data, specifically 
the midterm grade, 
as well as the LMS 
data, which 
included the 
number of views, 
clicks, and sessions 
prior to the 
midterm and final 
test.  

73%  

Rianne  
Conijn,  
Chris  

Snijders 
, Ad  

Kleinge 
ld, and  
Uwe  

Matzat  

Attempt to predict 
student performance by 
analyzing LMS data 
and identify the 
specific fluctuations in 
individual student 
performance.  

Quantity of mouse-
overs, Quantity of used 
materials,  
Normalized  
Meeting Time, 
Disrupted study 
schedules, longest lull 
in action,  

Quantity of time spent 
online, etc.  

 

Pearson 
correlation 
analyses, 

Regression 
analyses  

The method of 
forecasting final 
exam grades using 
LMS factors can be 
applied to different 
classes.  
Is minimal. 
Nevertheless, the 
results also indicate 
that final grades are 
significantly 
impacted by both 
individual and 
collective 
characteristics 
among students.  

overall  
accuracy 
of 67%  
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Il-Hyun  
JO 

Yeonje 
ong  

PARK* 
*  

Jeongh 
yun  
KIM  

Jonwoo  
SONG  

Predict student success 
in a hybrid learning 
setting.  
  

Measured in terms of 
measures like Total 
Login Time,  
Total Login  
Frequency, and Visit on 
Board (VOB).  
VOR Login  
Frequency (LIR)  
Measures How  
Often Users Visit a 
Repository. 

 Random Forest  The essential 
distinctions 
between 
discussion-based 
and lecture-based 
classes are evident 
in two instances of 
blended learning-
based training, 
which emphasize 
these contrasts. 
 

86%  

3. Research Approach 
This section focuses on the research methods conducted in this study, by describing the dataset 
utilized. Then, it presents the procedures for data preparation and features selection suitable 
for the research. Subsequently, it describes the suggested model and illustrates the methods 
that were implemented. Finally, the selection of appropriate classification metrics to measure 
the strength and efficiency of the proposed model is explained, and the results are presented 
and compared. 

3.1 Dataset   
The data for this study was obtained from the Moodle system of Arab American University, 
situated in Jenin, Palestine. It includes student evaluation grades and Moodle activity data. The 
data utilized for the analysis consisted of students' online behaviours such as System Log and 
Quiz Grades, among others. The system log contains a record of every user click within the 
system. The dataset has 8220 observations and 20 attributes related to 411 active users in the 
system. The gathered data served as inputs for machine learning algorithms, which were 
utilized to predict students' performance which was statistically tested to ascertain the accuracy 
of the algorithm.  

3.2 Data Preparation and Feature Selection 
Data pre-processing: The Moodle system was utilized for gathering online activity features 
in the log system, which are then processed in three stages for data analysis (cleaning data, 
feature scaling, data encoding). The three stages are mainly performed to enhance the 
utilization of the adopted ML algorithms [23], [24]. The following table displays the features 
that were analysed in this study. 

 
Table 2. The Features Derived from Moodle system. 

Number  Feature  
1  Identification number of the student  
2  Identification number of the course  
3  Number of sessions  
4  Number of assignments done  
5  Number of quizzes taken  
6  Average score on quizzes  
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7  Number of messages sent to the forum  
8  Number of messages read on the forum  
9  Time spent on Moodle  

10  Total time spent on assignments  
11  Total time spent on quizzes  
12  Total time spent on forum  
13  Final score of the student obtained in a course  
14  The last login time  
15  The number of lessons read and/or downloaded  
16  The number of Lectures taken and/or downloaded  
17  Largest period of inactivity  
18  The number of Files taken and/or downloaded  
19  The number of Files uploaded  
20  Academic records (GPA)  

 
a) Cleaning Data: It is the initial stage of data processing before machine 
learning algorithms are applied. After checking the data, it was noted that there 
are incomplete samples and other non-matching samples. Here, incomplete and 
non-matching samples are removed from the obtained dataset [25]. 
b) Feature Scaling: This step is crucial for the proper functioning of 
classification algorithms by normalizing and organizing the collected data, as 
illustrated in equation (1) [26]. 
 

x '= (x-average (x)) / (std (x))                       (1) 
 

c) Data Encoding: This process is crucial for neural networks to function 
efficiently as they cannot handle values exceeding one unit such as the student's 
performance in evaluation 1 is 0001, followed by 0010, 0100, and 1000 [27]. 
 

3.3 Proposed Model 
The proposed model considers ML techniques and hybrid models for classification and 
prediction process in four stages, as described below and presented in Fig. 1: 
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Fig. 1. The general method procedure flow chart. 

 
Notably, the process starts with collecting data from a Moodle dataset, which has to be very 
detailed and contain the intended student. After that, the data analysis techniques are employed 
to get useful information, including identifying the features, characteristics, and outliers. In 
the study, feature selection is an important step in the process of selecting the most important 
features because it can affect the outcome of the algorithm for analysis and training the model. 
Pre-processing is adjusting all the data to make it cleaner and easier for machine learning 
algorithms to work with, like dealing with missing values, encoding category variables, and 
scaling numerical features. 
Cross-validation is used to increase the robustness of the machine-learning techniques. Here, 
the models are tested on the data that was not previously seen to evaluate their ability to predict 
new, unseen data. After selecting the best model using cross-validation results, we use these 
data to train, validate, and test several machine learning techniques to be evaluated by the 
testing on a separate test set to assess its effectiveness. In the end, the model is transferred to 
be used in the production environments, and it is a sure way of integration into the existing 
systems for practical implementation. 
Based on the proposed model's procedural steps, a framework construction mechanism 
consists of four basic stages as follow: 

Stage one: This stage involves identifying the descriptive attributes. It also explores the 
potential of machine learning algorithms to improve decision-making processes in 
predicting, identify the variables used, and identify data sources for these processes. 
Stage two: This stage outlines the target attributes for the model to use from the dataset, 
addressing decisions and data types, with the chosen attributes being decisive. 
Stage three: The proposed framework in this stage employs machine learning algorithms 
such as K-Nearest Neighbour (k-NN), Support Vector Machine (SVM), Decision Tree, 
Ensemble Techniques, and Multi-Layer Perceptron Neural Networks to train models for 
prediction processes. The adaptable algorithm pool enables the integration of new machine 
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learning algorithms in data analysis. MATLAB is utilized to implement these models and 
analyse the outcomes. 
Stage four:  During this phase, machine learning algorithms are assessed, and their 
effectiveness is tested using standard evaluation measures including mean absolute 
percentage error (MAPE), mean square error (MSE), root mean square error (RMSE), and 
coefficient of determination (R2) or adjusted R*2. Next, analyse the outcomes and 
determine the most effective method for the prediction process. 

The machine learning algorithms used in this framework using the dataset are: 
a) K-Nearest Neighbour (k-NN): This algorithm is an example of nonparametric 

supervised learning that classifies or predicts unknown values in a dataset based 
on proximity. The input variables for this algorithm consist of 17 values, and the 
number of views is 553. A 5-fold cross-validation is conducted, using 10 blocks 
and four output classes. It assumes similar values can be found near each other. 
The k-NN classifier uses the Euclidean distance between points to assign a class 
to a new unknown instance. The weight technique determines the predicted class, 
which is determined by calculating the inverse of the distance and dividing each 
item by the resulting sum. Then, choose the max value to create a predictable. 
This technique is useful in this research to rate students' performance in the portal. 
In addition, it is suitable for multi-class classification. It showed a good result in 
the first and second class and not good results in the third class.  

 
b) Support Vector Machine (SVM): The input variables for this technique consist 

of 17 values, and the number of views is 553. A 5-fold cross-validation is 
conducted, using 10 blocks and four output classes. This technique divides data 
by identifying a level that separates distributed data based on unique 
characteristics. The main goal is to obtain a high-quality level by calculating the 
best distance between points with similar characteristics and the proposed level 
[28]. SVM technology is a powerful tool for identifying and ignoring extreme 
elements, allowing it to heal outliers and separate scattered elements. It can adapt 
to complex data through kernel technology and can handle both linear and non-
linear data. The technique uses a loss function to calculate expected and actual 
values of the system, using weight elements to calculate expected and actual 
values. The loss function updates the weight using a gradient, which calculates 
partial derivatives related to the weights associated with the data point. If a false 
expectation occurs, the classification of the element is lost. This technique is 
useful in this research to classify students' and to check the quality of it. Also, it 
is suitable for multi-class classification. It showed a good result in the first and 
second class and not good results in the third class as in k-NN classifier. 

 
c) Decision Tree: It is a popular technique for prediction and classification. It 

simulates a tree structure, with nodes representing traits and results displayed on 
branches. The input variables for this technique consist of 17 values, and the 
number of views is 553. A 5-fold cross-validation is conducted, using 10 blocks 
and four output classes. The tree learns by dividing collected data into small 
subsets based on operations and tests within its nodes. The vertical division 
process continues until the target variable and subset values are equal. The tree 
consists of layers with specific data, and it can collect similarities between data. 
The technique can divide data in different directions but requires large data for 
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effective classification. The tree grows from a root node, divides data into 
branches, and finds the best attribute in the node. Advanced techniques like 
ensemble methods and bagging can enhance research by combining the strengths 
of multiple models [29]. This technique is useful in this research through 
supporting multidimensional data and can quickly classify data without prior 
knowledge of parameters. Also, it is suitable for multi-class classification. It 
showed a good result in the first and second class and not good results in the third 
class as k-NN classifier and SVM. 
 

d) Ensemble Techniques: Merging multiple models in machine learning can lead to 
more accurate classifications compared to using only one model. This technique 
requires complex mathematical processes and calculations, but the obtained 
results are more accurate. Researchers often use fast algorithms like decision trees 
and combine slow algorithms but more accurately in some applications such as 
deep neural networks. Two methods for implementing multiple models are 
sequential and parallel. Sequential implementation increases the power of 
relationships and dependence between basic learners, while parallel 
implementation encourages greater independence between algorithms. Each 
model uses a different training dataset to determine the error rate [29]. This 
technique is useful in this research through improving the tree algorithm by 
employing intricate mathematical procedures to assess the model. In addition, ES 
verifies the accuracy of the prediction. The accuracy of these strategies is 
enhanced through the integration of many tree algorithms. The input variables 
consist of the number 17, and the number of views is 553. A 5-fold cross-
validation is conducted using 10 blocks and four output classes. Also, it is suitable 
for multi-class classification.   
 

Thus, the aforementioned procedures utilize the subsequent scientific terminology:  

1. Bagging techniques: which involve compilation and booting, aim to eliminate 
the issue of using the same dataset for training models, resulting in similar results 
[30]. They separate the dataset into sub-data sets, using bootstrap aggregating to 
understand data distribution. The process involves constructing subsets of the 
original dataset, creating primary learning models, training them independently, 
and merging predictions to obtain final predictions [31]. 

2. Random Forests Ensemble technique: This technique is a method that uses 
bagging and decision tree techniques to create a final algorithm. It involves 
splitting the dataset into sub-sets, selecting features for decision trees, iterating 
using multiple variables, checking each decision tree, and selecting the final 
results from the obtained results [32]. 

3. Boosting: is a method for minimizing errors in weak learner algorithms like 
decision trees by increasing the weight of misclassified data points. It involves 
creating a dataset, loading weights, feeding the model, and increasing the weight 
of misclassified data points. If not possible, the process is reiterated [33]. 
 

e) Multi-Layer Perceptron Neural Networks (MLPNNs): Neural networks are 
being more commonly utilized in scientific investigations and research because 
they replicate the processes of neural networks in the human brain. These 
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networks utilize machine learning techniques to forecast accurate outcomes with 
minimal margin of error [34]. There are two approaches: supervised and 
unsupervised learning. Neural networks have a vital role in diverse sectors such 
as education, medicine, agriculture, and manufacturing. The models are trained 
and fine-tuned by analyzing the discrepancies in the acquired outcomes, 
guaranteeing a robust framework for precise forecasting and categorization. 
Neural networks are comprised of interconnected neurons whose weights are 
modified according to the error ratio between the expected and actual outputs in 
order to minimize errors and achieve precise outcomes [35]. 
 
Multi-layer neural networks are composed of three primary layers: the input layer, 
output layer, and hidden layer. The input layer of a neural network receives data 
that represents properties and qualities designed for a particular purpose. The 
output layer presents the training results, which are then compared with the real 
outcomes to determine the prediction error. The buried layer resets the synaptic 
weights between neurons to maintain precision in the outcomes. During forward 
propagation, the neural network compares expected outputs with accurate ones, 
and the error caused by the prediction process adjusts the weights. The method is 
iterated till achieving the minimum error or halted if it does not decrease the error. 
[36].  
 

In this research, the process of classification is executed via a neural network approach, 
particularly with a set of 10 neurons. These 10 neurons were chosen after doing multiple trials 
with different numbers of neurons, including 5, 10, 15, and 20. The objective is to get optimal 
outcomes while minimizing the number of neurons required. Furthermore, these metrics seek 
to assess the performance of neural networks in comparison to classification learner algorithms, 
in order to determine which algorithm exhibits superior capabilities in the classification and 
prediction tasks specific to our instance. 
 

Classification Metrics Selection 
Classification metrics are crucial for measuring the strength and efficiency of machine learning 
algorithms. Criteria are used to evaluate the feasibility of implementing machine learning 
models and predict efficient results. Common criteria include binary classification processes, 
where the expected output is either positive or negative. However, models can make errors in 
prediction, leading to confusion matrix analysis which is seen in Table 3. 
 

Table 3. Confusion matrix 
  Predicted Class   

  
Actual 
Class  

  Class = Yes  Class = No  

Class = Yes  TP (N)  FN(N)  

Class = No  FP(N)  TN (N)  
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In this study, a set of mathematical equations are used to measure the tools of machine 
learning techniques that were applied by analysing previous classifications and data amounts 
in each class [37]. The mathematical equations are: 

a) Accuracy: The accuracy measure is a commonly used tool to express the ratio of 
predicted results to the total obtained results, but high accuracy does not guarantee 
model efficiency or integrity [38]. This scale is quantified using the equation (2):  
 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇+𝐹𝐹𝑇𝑇+𝑇𝑇𝑇𝑇

                (2)                                                
 

b) Precision: This scale calculates the ratio of correct expected positive results to 
total positive results, with high accuracy results when few expected false positives 
occur [39]. This scale is quantified using the equation (3): 
 

   𝑃𝑃𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑇𝑇𝑃𝑃

𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑃𝑃
                   (3) 

 
c) Recall: This scale calculates the ratio of expected correct positive results to 

actual total positive results using the following equation (4): 
 

    𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅 =  𝑇𝑇P
𝑇𝑇P+𝐹𝐹N

                          (4) 
 

d) Specificity: This scale calculates the ratio of expected true negative results to 
the sum of true negative and false positive results using the following equation 
(5): 
 

      𝑆𝑆𝑆𝑆𝑃𝑃𝐴𝐴𝑃𝑃𝑆𝑆𝑃𝑃𝐴𝐴𝑃𝑃𝑆𝑆𝐴𝐴 =  
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + FP
            (5) 

 
e) F1 score: This scale represents the average weight of accuracy and recall, 

considering false positive and false negative results. High values are used when 
false positives equal false negatives, while matrices ensure model efficiency and 
results integrity [39]. This scale is quantified using the equation (6): 
 

    𝐹𝐹1 𝑆𝑆𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃 =  
2 ∗ (𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅 ∗ 𝑃𝑃𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃)

(𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅 + 𝑃𝑃𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃)          (6) 

 
f) Receiver-Operating Characteristic ROC: This scale is utilized to analyze and 

evaluate the quality of machine learning models, particularly those with multi-class 
models and high efficiency on dual models, by analyzing graphical curves obtained 
during training. 
 

 

𝑊𝑊𝑃𝑃𝑃𝑃𝑊𝑊ℎ𝑆𝑆𝑃𝑃𝑡𝑡 = (𝑊𝑊(𝐶𝐶1) ∗ 𝑀𝑀𝐴𝐴𝑆𝑆𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃1 + 𝑊𝑊𝐶𝐶2) ∗ 𝑀𝑀𝐴𝐴𝑆𝑆𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃2+. +𝑊𝑊(𝐶𝐶𝑃𝑃)∗𝑀𝑀𝐴𝐴𝑆𝑆𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃)/𝑃𝑃      (7) 
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4. Experiment and Results 
This section presents the different results after machine learning techniques are applied in 
classification by using MATLAB 2018b on a 9th-generation HP workstation. Four techniques, 
including SVM, k-NN, Tree, and Ensemble Tree, are applied for multi-class classification. 
The neural network algorithm, using 10 neurons, is used to achieve the best results with the 
least number of neurons. The goal is to compare neural networks with classification learner 
algorithms to determine the strongest one for the case. Similar to previous studies, the dataset 
was split into training and testing dataset. Through a random shuffling, the original dataset 
was divided to training and testing with 80:20 ratio. The results from applying the selected 
techniques and the ROC curve for each algorithm are shown in Table 4,5,6,7,8 and Fig. 
2,3,4,5,6: 
 

Table 4. k-NN classification metrices 
 Class 0  Class 1  Class 2  Class 3   Class 0  Class 1  Class 2  Class 3  

  Predict   (Recall) 0.79 0.92 0.86 0.89 

Actual  

103  0  28  0  (Precision) 0.78 0.99 0.79 0.95 
8  139  4  0  Specificity 0.93 1.00 0.89 0.99 

21  1  155  4  Accuracy 0.86    
0  0  10  77  F1 score 0.78 0.96 0.82 0.92 

 

 
Fig. 2. The k-NN ROC curve. 
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As we see, Table 4 shows the classification results that appeared from applying the k-NN 
technique for the different classes. Also, Fig. 2 presents the k-NN ROC curve which is plotted 
between sensitivity and specificity for each class. Additionally, Table 5 displays the 
classification results that emerged after applying the SVM technique and Fig. 3 presents the 
SVM ROC curve. 
 

Table 5. SVM classification metrices 
 Class 0  Class 1  Class 2  Class 3   Class 0  Class 1  Class 2  Class 3  

  Predict   (Recall) 0.87  0.97  0.87  0.93  

Actual  

117  1  16  0  (Precision) 0.82  0.99  0.88  0.99  
5  146  0  0  Specificity 0.94  1.00  0.94  1.00  

21  1  158  1  Accuracy 0.91    
0  0  6  81  F1 score 0.84  0.98  0.88  0.96  

 

 
Fig. 3. The SVM ROC curve. 
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Moreover, the classification results of the DT technique are shown in Table 6, while its ROC 
curve is clearly in Fig. 4.  
 

Table 6. DT classification metrices. 
 Class 0  Class 1  Class 2  Class 3   Class 0  Class 1  Class 2  Class 3  

  Predict   (Recall) 0.81  0.95  0.84  0.93  

Actual  

108  2  24  0  (Precision) 0.76  0.99  0.83  0.98  
7  143  1  0  Specificity 0.92  1.00  0.92  1.00  

27  0  152  2  Accuracy 0.88        
0  0  6  81  F1 score 0.78  0.97  0.84  0.95  

 

 
Fig. 4. The DT ROC curve. 
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On the other hand, Table 7 shows the ES boosted classification results and Fig. 5 describes 
it is ROC curve. 
 

Table 7. ES boosted tree classification metrices 
 Class 0  Class 1  Class 2  Class 3   Class 0  Class 1  Class 2  Class 3  

  Predict   (Recall) 0.86  0.94  0.86  0.94  

Actual  

115  3  16  0  (Precision) 0.79  0.97  0.88  0.98  
6  142  2  1  Specificity 0.93  0.99  0.94  1.00  

25  0  155  1  Accuracy 0.89        
0  1  4  82  F1 score 0.82  0.96  0.87  0.96  

 

 
Fig. 5. The ES boosted tree ROC curve. 
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At the end, the classification results of MLP classification technique for 10 neurons are 
shown in Table 8, while its ROC curve is described in Fig. 6. 

Table 8. MLP 10 neuron classification metrices 
 Class 0 Class 1 Class 2 Class 3 

(Recall) 0.99 0.93 1.00 0.83 
(Precision) 0.96 0.88 0.97 0.94 
Specificity 0.99 0.94 0.99 0.98 
Accuracy 0.93    
F1 score 0.97 0.90 0.99 0.88 

 

Fig. 6. The MLP 10 neuron ROC curve. 
 

Comparing different classification learner algorithms is crucial for determining the most 
suitable one for an educational dataset relating to student performance in courses using a portal. 
So that, a comparison between the first four algorithms employed and highlighting their 
distinctions. According to the results, the comparisons demonstrate that SVM has superior 
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performance compared to the other classification algorithms. Following SVM, Ensemble Tree 
performs well, but the k-NN techniques trail behind in classification. As illustrated in Table 9 
and Fig. 7. 
 

Table 9. Classification learner comparison 
                             DT  Ensembled  k-NN  SVM  

Accuracy  0.88  0.89  0.86  0.91  
F1 score  0.78  0.82  0.78  0.84  
Macro-F1  0.88  0.90  0.87  0.91  
Macro-
(Recall)  

0.88  0.90  0.86  0.91  

Macro-
(Precision)  

0.89  0.90  0.88  0.92  

weighted-f1  0.88  0.89  0.86  0.91  
weighted-
Recall  

0.88  0.89  0.86  0.91  

weighted-
Precision  

0.88  0.90  0.87  0.91  
 

 

Fig. 7. Classification comparison chart. 
 

 
 

On the other hand, the performance of the MLPNNs is evaluated by comparing their results 
with those of the top classification learner mechanism which is SVM mechanism. The 
evaluation is based on metrics such as accuracy, F1 score, Macro-F1, and weighted-f1 for each 
technique. The superiority of neural network techniques was demonstrated by the data 
presented in Table 10 and Fig. 8. These findings highlight the robustness of neural networks 
in performing prediction and classification tasks. 
 
 

Table 10. SVM vs. MLP 10 neurons 
 SVM  MLPNNs  

Accuracy  0.91  0.93  
F1 score  0.84  0.97  
Macro-F1  0.91  0.94  
Macro-(Recall)  0.91  0.94  
Macro-(Precision)  0.92  0.94  
weighted-f1  0.91  0.93  
weighted Recall  0.91  0.93  
weighted Precision  0.91  0.93  

 

 

Fig. 8. SVM vs. MLPNNs. 

5. Discussion 
Assessing machine learning algorithms like k-NN, SVM, Ensembled Trees, Decision Trees, 
and MLPNNs requires considering their capabilities and problem, with the optimal algorithm 
selection based on specific circumstances and data [40]. When determining the optimal 
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machine learning model, it is widely acknowledged that feature selection is a crucial step in 
eliminating unnecessary or redundant predictors that inflate the standard error of the predicted 
regression coefficients and diminish model performance. This results in limited predictive 
capacity when the model is trained on noisy data and the number of predictors is near to sample 
size [41]. The significance and utility of feature selection before modelling were apparent in 
this study.  
Based on our study results, MLPNNs exhibited the best prediction performance, with a 
classification accuracy reaching 93%, followed by SVM with 90%. Multi-layer perceptron 
neural networks (MLPNNs) are adept at capturing complex and non-linear relationships in the 
data, making them ideal for attaining the study's goals. Their extraordinary success is attributed 
to their adaptability and intrinsic capacity for learning. Previous studies have also been 
conducted to predict and examine the students’ academic performance within the context of 
Moodle LMS [42], [43], [44], [45]. Authors in [42] showed the potential superior predictive 
performance of SVM over other ML algorithms in a mission to analyze Moodle data and 
identify the most influencing features to develop the predictive model. Furthermore, authors 
suggest that there is a strong relationship between users’ online activities and their 
performance. In relation to [43], our study exhibits better prediction performance, where the 
accuracy is only 83.95%. Similarly, as far as the study [44] is concerned, in terms of accuracy, 
our model performs better than in this case with accuracy values of 78.02%. Furthermore, the 
results from our study are also superior compared to the results presented in [45]. More 
specifically, the method we apply shows better results in terms of accuracy, where in this paper 
is 88.3%. 
It is worth mentioning that, to the authors’ knowledge, no previous study adopted the deep 
learning model MLPNN in predicting students’ performance at HEI settings using LMS. This 
indicates the contribution achieved by the suggested approach in properly predicting student 
academic performance.  
Nevertheless, it is crucial to acknowledge that MLPNNs might not always make the most 
optimal selection. The variability of the dataset's properties is contingent upon the attributes 
that are selected and the scenario that is chosen. The variations in the prediction models, both 
in this study and in [46], may also be attributed to the learning designs, since previous research 
has shown that the nature of activities offered in a LMS might impact the frequency of LMS 
visits [47]. We only included features or predictors from modules that were present in all 
courses. Our results, which use a broader range of factors compared to earlier studies, still 
validate the effectiveness of distinct predictors in various courses. It is likely that a more 
detailed separation of the content of modules may alter the findings, but this would need a 
broader series of courses. Based on our observations, merging data from numerous courses for 
a thorough analysis proves challenging. Additionally, developing generic models capable of 
accurately predicting outcomes beyond the available data’s scope presents a challenge as well. 

Implications and limitations 
Due to the increased emergent online learning caused by COVID-19 pandemic, it is crucial to 
examine how students perceive the new educational approach. The primary objective of this 
work was to establish accurate correlations between ML methods and students’ academic 
performance. Subsequently, the chosen framework was used to predict students’ engagement 
in different courses offered through Moodle, while also identifying significant predictors and 
features. The study offered valuable insights into ML techniques and pertinent factors used to 
determine student interaction and performance in HEI settings. The study’s empirical results, 
obtained through a more accurate predictive model offer valuable insights to teaching faculties, 
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managerial staff, and administrative personnel. These insights highlight the areas that should 
be prioritized in order to optimize the learning experience and teaching performance using 
online teaching and learning during the higher education crisis. 
It is important to mention that there are a number of limitations have been experienced in this 
study. For instance, extracting and compiling the dataset from Moodle database servers is 
considered as a complex task and needs intensive efforts by a database engineer. This is due 
to the fact that there is a complex entity relationship in the database. Another limitation was 
related to the need for interpreting the data stored in database to find the intended features such 
as largest period of inactivity, total time spent on assignments, etc. However, this task 
(extracting and interpreting data from the database) can be performed via AI tool which will 
be able to understand the database schema and entity relationships to create the dataset with 
the required features. Also, due to the limited scope of the study performed at a single 
university in Palestine, the findings cannot be applied generally to other universities, countries, 
or other online teaching methods such as blended/hybrid or flipped learning. Moreover, this 
research just presented results from the students’ side, neglecting the inclusion of professors 
and other auxiliary personnel. 

6. Conclusion and Future Work 
Educational data mining is an effective analytical technique for evaluating educational data 
and making predictions about students’ academic performance to make informed plans and 
take appropriate actions. Understanding student experiences on LMS platforms is also crucial 
for policymakers to support education growth. This research used data from 500 students 
enrolled in three semester courses to construct a predictive model. Confidentiality is ensured, 
and the data was collected based on university administration transactions. The performance 
of the various ML models was assessed by considering accuracy values from the comparison 
of behavioural features of students and it was concluded that deep learning model MLPNN 
had better predictive performance when compared to other models in this study. Moreover, in 
the existing state of the art, no prior research has leveraged the MLPNN algorithm for that 
purpose. 
Future improvements aim to enhance the system's efficiency and improve student performance 
classification results. This includes selecting more features and using new technologies, 
particularly hybrid ones, for more accurate predictions and classification. Moreover, obtaining 
larger datasets from universities and other institutions will improve the system's ability to 
classify data samples more accurately. Additionally, integrating machine learning techniques 
with software will help decision-makers evaluate and assess results. This provides a reference 
for future improvements in line with the current situation of Palestinian universities.  
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