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Abstract

This paper introduces an improved fuzzy association memory (IFAM), an advanced FAM method based on the T-conorm

probability operator. Specifically, the T-conorm probability operator fuzzifies the input data and performs fuzzy logic

operations, effectively handling ambiguity and uncertainty during image restoration, which enhances the accuracy and

effectiveness of the restoration results. Experimental results validate the performance of IFAM by comparing it with existing

fuzzy association memory techniques. The root mean square error shows that the restoration rate of IFAM reached 80%,

compared to only 40% for the traditional fuzzy association memory technique.

Index Terms: Fuzzy association memory, Image processing, Image restoration, Root means square error, Triangular conorm

probability operator

I. INTRODUCTION

With the development of artificial intelligence, image pro-

cessing has been widely applied in various fields such as

healthcare, military, security, industrial inspection, and remote

sensing [1-4]. Image processing involves several steps,

including image restoration, segmentation, and recognition

[5-7]. Image restoration is a long-standing low-level vision

problem that aims to restore high-quality images from low-

quality ones (e.g., downscaled, noisy, and compressed images)

[8].

Image restoration is a widely studied problem in computa-

tional imaging [9-11]. This process aims to recover and

reconstruct low-quality distorted or corrupted images based

on known information and algorithms and obtain results

close to the original image [12-13]. However, this is an ill-

posed problem within the sphere of image processing, stem-

ming from its high demand in broad intelligent applications

scenarios, particularly in mobile image editing [14]. The res-

toration process is traditionally regularized by constraining

the solutions to be consistent with prior knowledge regarding

the image [15]. Standard image restoration algorithms

include interpolation-based methods, variational-based meth-

ods, sparse representation-based methods, and neural net-

work-based methods.

Compared with these standard restoration algorithms, the

fuzzy association memory (FAM) technique can handle vari-

ous types of image degradation problems and noise, includ-

ing additive noise, salt-and-pepper noise, and Gaussian

noise. Although current FAM approaches exhibit high effi-

ciency in restoring different objects within the same back-

ground, they suffer from low efficiency in restoring the same

objects within the same background. In addition, they suffer

from restoration failures in similar cases, leading to a loss of

image details. Based on these deficiencies, this study pro-

poses an improved FAM (IFAM) method based on the T-
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operator (also known as the probability operator) introduced

by Goguen et al. [16] to enhance the ability of the FAM to

restore images with the same background.

The proposed image restoration process is divided into

three main steps:

1. Image pre-processing facilitates subsequent image pro-

cessing operations by applying gray scaling.

2. The IFAM algorithm is applied to denoise the image

and restore its original presentation.

3. The quality of the restored image was evaluated using

the root mean square error (RMSE) metric, with smaller val-

ues indicating higher image restoration quality.

II. T-CONORM OPERATOR OF FUZZY ASSOCIATIVE 

MEMORY

A. Fuzzy Associative Memory

Memory is a three-stage system: (1) recording, which

stores information; (2) storage, which holds information sta-

bly; and (3) recall, which retrieves the stored information

[17]. Psychological research has revealed that the human

brain relies on an association for memory recall, which asso-

ciates a remembered item with specific information or

another item. A FAMNN combines the concepts of fuzzy

operations and rules to interpret fuzziness. In 1973, Nakano

modeled associative memory [18], and in 1987, Kosko was

the first to propose a FAM network [19], whose model struc-

ture is illustrated in Fig. 1.

FAM is a fully connected structure formulated as follows:

(1)

where the symbol ⊙ represents the maximum/minimum

operator, W represents the weight value associated with the

connection between the input and output nodes, and X and Y

represent the input and output patterns, respectively.

The weights in the FAM are computed using the input

pattern X and transpose of X, as indicated in Eq. (2). Weight

computation depends on the fuzzy operations and rules

employed in the FAM. The weights capture the relationships

and associations between the input and output patterns,

enabling the FAM to retrieve or recall an appropriate output

pattern based on a given input pattern.

(2)

In picture recovery using the FAM, the input pattern X is

computed through the association process presented in Eq.

(3). Similarly, the output pattern Y was calculated using Eq.

(4). The computational processes described in Eqs. (3) and

(4) are contingent on the specific implementation and rule

set employed in the FAM. These equations encapsulate the

intricate associations and correlations between the input and

output patterns, enabling the FAM to generate reconstructed

or recovered images with high fidelity based on the provided

input patterns. The adaptable formulas enable nuanced

interpretation of fuzzy data, thereby facilitating robust image

restoration across various degradation scenarios.

(3)

If and only if 

(4)

If and only if 

B. T-conorm Operator of Fuzzy Associative Memory

A fundamental concept in FAM is the triangular norm (T-

norm), which is a class of binary operations typically

denoted by T, whose domain and range are the interval [0,1].

For any , the T-norm T(a,b) satisfies the

following properties:

1. Commutativity: T(a,b) = T(b,a)

2. Associativity: T(a,T(b,c))=T(T(a,b),c)

3. Monotonicity:

If  and , then 

4. Boundary condition: T(a,1)= a

Table 1 lists common triangular moduli.

Definition 1 [20]: A triangular mode T is defined as follows:

1. A T-norm if it satisfies , .

2. A T-conorm (also known as S-norm)

if it satisfies , .

Y X W= ⊙

Wi i

n
Xi 

T
Xi=

Y X W= ⊙

X Y

X Y W
T

= ⊙

X Y

a b 0 1 

a c b d T a b  T c d 

a 0 1  aT1 a=

a 0 1  aT0 a=Fig. 1. Fuzzy associative memory neural network (FAMNN)

Table 1. Commonly used triangular modulus formula

Name Expressions

Take small values

Multiplication

Lukasiewicz

TM x y  min x y =

Tp x y  xy=

TL x y  max x y 1 0–+ =
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These definitions provide the mathematical foundation for

the intersection (T-norm) and union (T-conorm) operations in

fuzzy set theory, which are crucial for implementing the

FAM. The choice between T-norm and T-conorm at various

stages of the FAM algorithm can significantly influence its

behavior and performance in applications such as image

restoration. Table 2 lists a few commonly used trigonometric

co-modules.

This study applies the T-Conorm operator to the FAM,

extending its capabilities in image restoration. T-norm and S-

norm (T-conorm) are frequently employed in fuzzy inference

systems and fuzzy neural networks [21-22].

The implication operator T for the triangular norms and

conorms in this study was established based on the T opera-

tor proposed by Goguen [23] and further developed by Ban-

dler et al. [24]. This is formulated as follows:

(5)

The T-conorm operator-based FAM is referred to as T-con-

FAM.

(6)

where X is the input vector, Y is the output vector, W is the

weight matrix, T is the fuzzy maximum, and is the fuzzy

minimum operation.

The weight matrix is calculated as follows:

For each i-mode pair , the weights are calcu-

lated based on Eq. (7), and the weight matrix W is obtained

by concatenating all the mode pairs i.

(7)

where S is the intact image and S' is the damaged image.

The recovered image error rate is evaluated based on the

RMSE metric:

(8)

where pi and qi denote the pixel values of the i-th pixel point

in the first and second images, respectively, and n denotes

the total number of pixel points in the two images.

III. RESULTS

A. Experimental

The experimental setup involved an Intel(R) Core (TM)

i7-8700 CPU @ 3.20 GHz 3.19 GHz system with 8GB of

RAM. The application was developed using Visual Studio

2022 C# Windows Form.

The effectiveness of the proposed method in addressing

various types of noise was verified using twelve images of

different styles. These images included a colorless image and

two images of human faces; the remaining photos consisted

of rich elements of the starry sky and nebulae. Experimental

data are presented in Fig. 2.

In practical scenarios, images may contain various types of

noise, which can degrade their quality. To validate the effec-

tiveness of the proposed method in handling such scenarios,

the application accepts any type of image as input, including

both colored and grayscale images. During the experiments,

the provided data were intentionally corrupted by different

types of noise such as random noise, salt-and-pepper noise,

Gaussian noise, and other forms of noise. Fig. 3 highlights

the impact of these noise types on the images, demonstrating

the need for robust image recovery techniques.

Furthermore, masks were introduced into facial images to

verify the effectiveness of the IFAM. Experimental results

demonstrate that the proposed method successfully removed
ν x y 

T
2
x y  xy=

T
3
x y  x y xy–+=




=

Y X W
T

=



x y  i R 

W i

n
S
ν

S
ν
' i

n
S
ν x y  S

ν x y '= =

RMSE
1

n
---i 1=

n
pi qi– 

2
=

Fig. 2. Experimental data (cont.)

Table 2. Commonly used trigonometric comodules formulas

Name Expressions

Take the larger value

Multiplication

Lukasiewicz

TM x y  max x y =

Tp x y  x y x–+ y=

TL x y  min x y 1+ =
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the masks, thereby confirming its effectiveness and accuracy.

Fig. 4 illustrates the experimental results, showing that the

traditional FAM performs well in image restoration. How-

ever, the proposed IFAM method demonstrates more remark-

able results, preserving more image data. Accurately capturing

the blurry relationships and intricate correlations between the

pixels proves that the IFAM can restore the details and fea-

tures of the images more precisely.

The following experiments involved starry sky images rich

in colorful elements. Fig. 5 shows the experimental results

obtained using the traditional and proposed FAM algorithms.

Experimental results demonstrate that the traditional FAM

method has limitations when dealing with images containing

rich color elements and details. While it may achieve satis-

factory restoration results in certain simple scenarios, it

struggles to effectively restore complex images, particularly

those with intricate textures, variations in lighting, and sub-

tle details, such as starry sky images. The IFAM method was

employed to restore the same set of images (Fig. 6).

The proposed method incorporates advanced filters and

operators, T-conorm operations, and weight calculation strat-

egies to handle images with rich color elements and details

effectively. Experimental results demonstrate that the pro-

posed method accurately restores the details and features,

producing more realistic, clear, and refined images, thereby

exhibiting higher visual quality, efficiency, and restoration

effectiveness.

However, color information is lost when converting a color

image into a grayscale image, and only the luminance infor-

mation is retained. A grayscale image uses only grayscale lev-

Fig. 3. Image contaminated by noise.

Fig. 4. (a)(b)(c) show the performance of conventional FAM. (I)(J)(K) show

IFAM and its improved performance.

Fig. 5. Conventional FAM 

Fig. 6. IFAM
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els to represent the brightness of the image, regardless of color

information. Therefore, some details and color variations are

lost in a grayscale image compared with a color image.

When restoring grayscale images using the IFAM method,

the loss of color information results in an inability to accu-

rately restore the color details of the original image. Although

the restored image may approximate the original image in

terms of brightness, a lack of color information may prevent

complete restoration of the original image details and colors.

This highlights the challenges and limitations of information

loss during the gray-scaling process, which degrades the

quality and accuracy of the overall restored image.

B. Accuracy

Table 3 presents the RMSE obtained from the traditional

FAM and the proposed IFAM methods for image processing.

These images included both color and grayscale. The results

indicate that the IFAM outperforms the traditional FAM

method when handling facial images and images with rich

elements, such as starry skies. During restoration, the traditional

FAM method often fails to accurately capture subtle color

variations and texture details, resulting in restored images

that lack realism and fineness. Additionally, traditional methods

tend to produce blurry or excessively smooth restoration

results when dealing with complex backgrounds and intricate

noise, causing images to lose their original details and features.

Table 4 reports the best, average, and worst image resto-

ration results. The IFAM method outperforms the conven-

tional FAM method.

The proposed IFAM method demonstrated significant

advancements over traditional FAM techniques for image

restoration. Based on the comprehensive evaluation of full-

reference image quality assessment algorithms by Zhang et

al. [25], this study defines an RMSE threshold of 18.5 as the

criterion for restoration failure. Using this benchmark, the

IFAM method achieved an 80% success rate compared to the

40% success rate of the conventional FAM. This improve-

ment is particularly notable in handling color images and

high-resolution data, where the traditional FAM often strug-

gles owing to computational limitations and color informa-

tion loss. Incorporating the T operator enhances the ability

of the IFAM to preserve details and reduce computational

complexity, enabling the effective restoration of images with

various resolutions and noise levels. Although IFAM excels

at restoring grayscale details, it may still struggle to fully

preserving color information during restoration, resulting in

potentially higher RMSE values for some color-rich images.

Nevertheless, the broad applicability and improved perfor-

mance of the method in various scenarios underscores its

significance in advancing image restoration techniques.

However, careful consideration of image characteristics and

restoration requirements remains crucial for optimal results.

IV. DISCUSSION AND CONCLUSIONS

This study explored methods for restoring images with the

same background and objects, such as the FAM and T-

conorm FAM. The proposed approach, IFAM, is based on

the T-conorm FAM, which utilizes fuzzy logic operations to

effectively address the relationship between intact and cor-

rupted images. Twelve images with diverse styles were used

in the experiments, including a grayscale image, two facial

images, and others featuring rich elements, such as starry

skies and nebulas. The effectiveness of image restoration

was evaluated using the RMSE to determine the restoration

success rate.

In addition, the different image samples used in the exper-

iments further validate the generality and applicability of the

proposed IFAM method. Whether it was colorless images,

facial images, or images with rich sky and nebular elements

and achieved satisfactory restoration results.

Experimental results show that the proposed IFAM method

successfully restored various noisy images while preserving

their fine details. They also demonstrated the robustness of

this method in handling multiple types of noise, including

random, salt-and-pepper, and Gaussian noise. However, using

a grayscale image preprocessing method can degrade the

image restoration quality. Grayscale conversion in images

with rich color elements can lead to the loss of color infor-

mation and features, reducing restoration accuracy and

increasing RMSE values.

Table 3. RMSE values of the traditional and the proposed FAM

RMSE

Image

Algorithms

Traditional FAM IFAM

1 11.855 9.527

2 12.593 9.633

3 15.849 6.871

4 18.774 14.849

5 15.261 8.155

6 32.511 27.248

7 53.495 9.133

8 18.271 6.405

9 12.457 5.016

10 0.412 0.412

11 27.529 10.777

12 45.736 16.160

Table 4. Performance Evaluation

RMSE Conventional FAM IFAM

Best 0.412 0.412

Avg 20.629 9.918

Worst 53.495 27.248
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