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Introduction
Artificial intelligence (AI) is defined as the ability of a 

machine to imitate human intelligence to perform sophis-
ticated tasks, such as object recognition, problem-solving, 
and decision-making.1,2 Convolutional neural networks 

(CNNs), the latest and core model of artificial neural net-
works and deep learning, have recently demonstrated excel- 
lent performance in computer vision, including mapping, 

localization, tracking, and facial recognition.3 In the medical 
field, radiology is considered one of the forefront special- 
ties where AI is readily applicable, since digitally coded 
images can be easily translated into computer language.4

Numerous AI diagnostic models have been developed to 
detect diseases, including pulmonary nodules,5 coronary  
artery calcification,6 cerebral aneurysms,7 and colon polyps.8  
In the dental field, studies have investigated the accuracy  
and efficacy of AI in diagnosing caries,9 alveolar bone 
loss,10,11 periapical lesions,12 and maxillofacial cysts and/or 
tumors,13,14 with promising results. 

Furcation involvement (FI) refers to the loss of alveolar 
bone between the roots of multirooted teeth.15 It is a com-
mon finding in periodontitis cases and a predictor of poorer 
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long-term prognosis compared with teeth without FI.16-18 
Traditionally, dentists rely on periodontal probing, mobility  
tests, and X-ray examinations to detect the presence of 
FI.19,20 However, limited accessibility, complex anatomy, 
variable force and angle in periodontal probing, and incon-
sistent experiences and training of the operators negatively 
impact the accuracy and reproducibility of FI diagnosis.21-25

To date, limited studies have attempted to detect molar FI  
by deep learning.26,27 With the rapid development of this tech- 
nology, it is imperative to test different deep learning mecha- 
nisms to achieve the highest diagnostic precision for FI. 

The objective of this study was to identify and train a 
deep learning algorithm to achieve adequate accuracy in 
the identification of mandibular molar FI. The exploration 
will have benefits for the clinical decision-making process 
and ultimately improve therapeutic outcomes for patients 
with periodontal disease. 

Materials and Methods
Subjects
Patients who visited the East Carolina University School of  

Dental Medicine between July 2011 and October 2023 were 
screened. Those with diagnostic-quality full mouth series 

(FMXs), both with and without mandibular molar FI, were 
included in the study. Institutional review board (IRB) appro- 
val was obtained prior to the commencement of the study.

Imaging acquisition
The FMXs were captured using Instrumentarium Focus  

wall-mounted intraoral X-ray units (Instrumentarium Dental  
Inc., Charlotte, NC, USA) equipped with an XCP receptor- 
holding device (Dentsply Rinn, Elgin, IL, USA) and rect-
angular collimation. The exposure settings were 70 kVp 
and 7 mA, with the exposure time adjusted according to the 
anatomical location.

Imaging preparation
Mandibular premolar and molar periapical radiographs 

were cropped into individual tooth images, which were 
then manually annotated as “healthy” or “FI.” The original 
dimensions of the periapical radiographs were 1644×1930 
pixels, while the cropped images measured 1644 ×643  
pixels. The pixel size of the radiographs was 21 ×21 μm, 
with a bit depth of 16. The annotation process was carried 
out by CP, FB, and JC, and subsequently verified by WZ 
based on the treatment notes in the electronic patient record 
system, Axium (Henry Schein, Melville, NY, USA). The 
data were segmented into 3 sets: training, validation, and 

testing, using a random partitioning method. The training 
dataset included 402 healthy teeth and 509 FI teeth. The 
validation dataset comprised 41 healthy teeth and 41 FI 
teeth, while the testing dataset contained 45 healthy teeth 
and 40 FI teeth. The distribution of the dataset was designed 
to present a comprehensive challenge to the model, incor-
porating 25 complicated cases across the training, valida- 
tion, and testing sets. This strategy enabled the model to 
learn from a variety of examples and assess its robustness in  
handling challenging cases.

Image preprocessing and augmentation 
The preprocessing started by resizing the images to 224×  

224 pixels, establishing a uniform input size for training, 
validation, and testing phases. To maintain consistency, 
normalization was applied using a mean of [0.485, 0.456, 
0.406] and a standard deviation of [0.229, 0.224, 0.225]. 
This step ensured that the pixel values were scaled uni-
formly across all datasets.

Various PyTorch transformations were used to augment 
the training dataset, thereby increasing the sample size 
and reducing the risk of overfitting. Once the images were 
converted into tensors-the required format for PyTorch 
models-techniques such as random horizontal flipping, 
translations, scaling, and shearing were applied during the 
training phase. These methods enhanced data diversity and  
simulated minor positional changes. Additionally, adjust-
ments to brightness, contrast, saturation, and hue were made 
randomly to bolster the model’s capability to manage color 
variations.

The enhancements collectively provided a robust training 
experience, enhancing sampling and data diversity.28 Con-
sistent resizing and normalization ensured uniform and reli-
able pixel scale values across all datasets.

Model Architecture
ResNet-18, a CNN model, was chosen and adapted for 

the imaging analysis because of its proven effectiveness in 
image classification tasks. This model had been pre-trained 
on the ImageNet dataset. The PyTorch deep learning frame- 
work was used to further refine the model. The last fully 
connected layer of the pre-trained ResNet-18 model was 
substituted with a new linear layer that has 2 output fea-
tures, “healthy” and “FI,” which represent the 2 classes of 
teeth examined in the study.

Performance evaluation for classification
The training and evaluation process involved a combina-

tion of data loading, optimization, early stopping, and com-
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prehensive evaluation metrics.
To efficiently load images for training and testing, the  

PyTorch DataLoader was utilized. It created batches of 8 
samples, resulting in 114 batches for training and 11 batches 
for both the validation and testing datasets. The CrossEntropy 
Loss was chosen to monitor the loss function, while the 
AdamW optimizer was employed to enhance the model’s per- 
formance, using a learning rate of 1e-5 and a weight decay 
of 1e-3.

An early stopping technique was implemented as a pre-
caution against overfitting. The model’s performance was 
assessed for validation loss at each epoch. Early stopping 
would be triggered if there was no improvement in loss for 
3 consecutive epochs, or if the improvement was less than a 
minimum delta of 0.01.

For testing purposes, a variety of images with different 
levels of complexity were input into the modified ResNet-18  
algorithm. The performance of this algorithm was evaluated 
using several parameters, including training and validation 
losses, confusion matrix, accuracy, sensitivity, specificity, 
positive predictive value, negative predictive value, receiver  
operating characteristic (ROC) curve, and area under the 
ROC curve.

Results
Throughout the training process, the model’s perfor-

mance was closely monitored. The training loss showed a 
steady decrease, indicating effective learning. It started at 

Fig. 1. Training and validation losses, indicating improvement in 
the ResNet-18 model performance during the training phase.

Fig. 2. Demonstration of correctly classified healthy versus furcation involvement (FI) molars by ResNet-18 model in the training dataset. 
Predicted values are displayed on the vertical plane, and the actual ground truth is shown on the horizontal plane for comparison. A correctly 
classified value is labeled in green. 
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0.6356 in the first epoch and steadily decreased to 0.2740 
by the 13th epoch. Similarly, the validation loss decreased, 
reflecting a consistent improvement in model performance.  
Although it rose to 0.4868 during the sixth epoch, it decrea- 
sed to 0.2035 by the 12th epoch (Fig. 1). The training process 
was terminated by the early stopping mechanism at the 15th 
epoch to avoid overfitting. At this point, the training and  
validation accuracy had increased by 25.36% and 28.05%, 
respectively.

The evaluation process involved inputting batches of  
images into the ResNet-18 model for classification. The pre-
dicted values were displayed on the left side of each image,  
while the actual ground truths were labeled below the images  
for comparison. Correctly classified values were marked in  
green (Fig. 2), and incorrectly classified values were marked  
in red (Fig. 3).

For the testing dataset, all evaluation metrics exceeded 
95% (Table 1). The model’s capacity to distinguish between 
healthy and FI classes was assessed using the ROC curve, 
illustrating the trade-off between sensitivity and specificity. 
The AUROC was determined to be 0.99 (Fig. 4), demon-
strating the model’s excellent discriminatory ability.

To better understand the model’s performance and identify 
potential areas for improvement, a detailed analysis was con-
ducted on the misclassified images from the testing set. The 
confusion matrix provided an in-depth look at the model’s  
accuracy, indicating that the majority of images were cor-
rectly classified (as shown on the main diagonal). There were  
only 3 misclassification errors: 1 healthy image was incor-
rectly labeled as FI, and 2 FI images were mistakenly classi-
fied as healthy (Fig. 5).

Fig. 3. Demonstration of incorrectly classified healthy versus furcation involvement (FI) molars by the ResNet-18 model in the training 
dataset. Predicted values are displayed on the vertical plane, and the actual ground truth is shown on the horizontal plane for comparison. 
An incorrectly classified value is labeled in red. 

Table 1. The comprehensive evaluation metrics for the ResNet-18 
model on the test dataset

Metric Value

Accuracy 0.96
Sensitivity 0.95 
Specificity 0.98
Positive predictive value 0.97
Negative predictive value 0.96
Area under ROC curve 0.99

ROC: receiver operating curve
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Discussion
Molars with FI have a higher risk for tooth loss during 

supportive periodontal treatment.15,29 The early diagnosis 
of FI is beneficial to achieve long-term survival of peri-
odontally compromised teeth.30 Clinically and radiograph-
ically, identifying FI at its initial stage presents significant 
challenges.25 This study identified an optimized deep learn-
ing algorithm, ResNet-18, which demonstrated satisfactory 
performance in the identification of mandibular molar FI. 
This finding supports the beneficial role of AI in disease 
detection within a dental context.

Few studies have successfully identified furcation involve- 
ment with the assistance of AI. Mao et al.26 utilized gray- 
level adjustment, Gaussian high-pass filtering, and adap-
tive thresholding to segment periapical radiographs. This  
approach enabled them to isolate each tooth in the radio-
graphs and achieve an accuracy of 94.97% in detecting furca-
tion involvement using the CNN learning model GoogLeNet.  

Fig. 4. Receiver operating characteristic curve demonstrating the 
model’s balance between sensitivity and specificity, with an area 
under the receiver operating characteristic curve (AUROC) value 
of 0.99, indicating its ability to distinguish between healthy and 
furcation involvement (FI) cases.

Fig. 5. A. A confusion matrix of the testing data shows that the majority of images are correctly classified, with only 1 healthy tooth mis-
classified as furcation involvement (FI) and 2 FI teeth misclassified as healthy. B. The 3 misclassified images. Predicted values are dis-
played on the vertical plane, and the actual ground truth is shown on the horizontal plane for comparison.

B

A
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The present study attained an accuracy of 96.47% in iden-
tifying molar furcation involvement using ResNet-18 in the 
testing dataset. Collectively, these studies underscore the  
potential and practicality of employing AI to aid in peri-
odontal diagnosis.

Radiographically, FI is diagnosed by the presence of a 
triangular radiolucency at the furca area and/or when the 
bone level falls below the furcation.31 This model produced 
3 misclassifications in the testing dataset, which presented 
diagnostic challenges even for experienced clinicians. Two  
cases of FI were incorrectly identified as healthy; both 
exhibited radiographic features very similar to those of 
healthy teeth, including a slightly widened periodontal liga- 
ment space at the furca and a small radiolucent bone marrow 
space nearby. The key distinguishing feature in these cases  
was the marginal alveolar bone level, which was slightly 
higher than the furcation, leading to their classification as 
healthy. In the third case, a healthy tooth was misclassified 
as FI. Here, the furca was filled with bone, but the bone 
level, particularly on the distal surface, was significantly 
lower than the furcation level. The radiographic appearance 
was so ambiguous that consultation with Axium notes was 
necessary to achieve definitive classifications. This under-
scores the complexity of disease diagnosis, a multifactorial 
process that involves not only imaging, which may show 
subtle changes, but also clinical examination, lab results, 
and other factors. To improve the model’s performance, in-
corporating more challenging images into the system would 
be beneficial to improve its ability to differentiate between 
conditions.

The present study focused on the AI classification of man-
dibular molar FI. Detecting FI in maxillary molars using 
periapical radiographs presents a greater challenge, primar-
ily because the palatal root is superimposed over the furca  
area, obscuring its visibility.32 Including maxillary molar FI 
detection in future AI studies would provide a more com-
prehensive understanding of AI’s benefits in diagnosing FI 
in both maxillary and mandibular molars.

Despite increasing interest in the application of AI in 
dental care, caution must be taken to avoid over-reliance on 
AI-generated information. Glick et al.27 investigated the per-
formance of dental students in identifying molar FI with or  
without AI assistance. The results indicated that third-year 
dental students were more prone to diagnostic errors due 
to their overreliance on AI-generated labels, compared to 
fourth-year dental students who had more advanced train-
ing. This finding highlights the psychological impact of the 
AI-clinician relationship in the diagnostic process, particu-
larly for novice clinicians.

In conclusion, this study successfully identified and trained  
a deep learning model, ResNet-18, which demonstrated the 
capability to classify mandibular molar FI with satisfactory 
accuracy. The model’s performance could be further enhan- 
ced by training it with additional data on incipient FI and 
maxillary molar FI, as well as incorporating an auto-segmen-
tation function. While the implementation of AI in dental  
care holds significant potential, it should be regarded as a 
valuable supplementary tool rather than a replacement for 
clinicians’ critical reasoning and decision-making.

Conflicts of Interest: None
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