
Ⅰ. Introduction

Automobile insurance is a contract to prepare for 
an accident that occurs while using an automobile 
and is designed to compensate for damage to the 
body or property due to an accident. For this reason, 

auto insurance not only reduces the burden on in-
surance subscribers due to car accidents but also 
reduces the burden of medical expenses on patients. 
To secure a minimum safety net to protect the lives 
and property of others, governments in many coun-
tries actively encourage or require drivers to purchase 
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automobile insurance. Globally, the auto insurance 
market continues to grow every year. According to 
IBISWorld, the scale of auto insurance premiums 
in the United States is expected to be $330.4 billion 
in 2023, having grown by 0.8% in 2022. China also 
predicts that auto insurance premiums will grow from 
about $212.1 billion in 2021 to $304.4 billion by 
2026. In Korea, the size of the auto insurance market 
in 2021 was $15.86 billion, an increase of 11.6% 
in comparison to 2019. Insurers pursue a variety 
of strategies to secure significant returns in ev-
er-growing auto insurance markets, and competition 
continues to intensify. Therefore, it will be vital for 
insurance companies to reduce related costs and 
maintain cost advantages in comparison to other 
companies to earn profits in the auto insurance 
industry.

From the point of view of an insurance company 
trying to maintain its auto insurance business, calcu-
lating repair costs in a reasonable and efficient way 
is a critical factor in company management because 
most insurance companies not only employ many 
experts to calculate auto insurance repair costs but 
also have huge computer systems to process claims 
and assess damages quickly. Therefore, being able 
to efficiently calculate auto insurance repair costs 
can greatly impact pricing strategies in the long run. 
In addition, by efficiently calculating repair costs, 
insurance companies can gain a price advantage by 
lowering premiums and reducing costs for business 
operations. Along with reducing insurance premiums 
for consumers, these strategies have meaningful social 
and economic benefits.

Although insurance companies are making steady 
efforts to predict insurance repair costs, they are 
experiencing difficulties for practical reasons such 
as manpower and cost. In general, insurance compa-
nies hire professionals to calculate insurance repair 

costs. However, millions of claims are filed every 
year from repair shops to insurance companies. 
Because specialists must handle many claims at once, 
time pressure means the claims are not always care-
fully managed. In addition, in cases where it is difficult 
to accurately review a claim due to insufficient experi-
ence on the part of professional personnel, the appro-
priateness of insurance repair costs cannot be prop-
erly judged. Even when professional personnel have 
sufficient experience, any judgment of whether in-
surance repair costs are appropriate is subjective. 
A single claim can lead to different judgments de-
pending on individual employees.

To tackle the issues associated with calculating 
the cost of insurance repairs, experts in both the 
insurance industry and academia have explored pre-
diction systems that relate to auto insurance. In order 
to detect insurance fraud, various techniques have 
been employed such as general linear models, classical 
complex-Poisson models, and Bayesian approaches; 
all of which adopt a predictive approach. Numerical 
data relating to policyholder characteristics, accident 
location, and car brand are analyzed in auto in-
surance-related data. Nevertheless, in-depth analysis 
of auto insurance repair costs involves the use of 
machine learning methods to predict the value of 
insurance claims. In this study, we propose an in-
surance repair item prediction model employing the 
association rule technique that has not been pre-
viously explored in existing methods. The auto in-
surance repair data used herein demonstrate a strong 
correlation between the damaged and repaired vehicle 
parts. In this way, this study creates a model using 
a location-based filter that considers the positional 
relationship between parts and enhances the effi-
ciency of the association rule while factoring in colli-
sion and damage-related insurance properties. We 
assessed the prediction model’s performance by con-
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trasting it with actual claim items, employing diverse 
measures such as F1, based on gradient descent and 
location-based association rules. Additionally, we 
used a gradient descent method to determine the 
appropriate number of association rules. This study 
offers practical and academic value as it contributes 
to predicting auto insurance repair costs and advances 
a suitable method for auto insurance repair through 
association rules and gradient descent.

The structure of the paper is as follows. In section 
2, related works are described including automobile 
insurance prediction models and association rules. 
In section 3, the proposed approach explains the 
current insurance claim prediction model, the frame-
work to improve insurance claim prediction and auto 
insurance repair data, and the proposed approach 
that generates association rules with the gradient de-
scent method and a location-based filter. In section 
4, experimental design and results describe the ex-
perimental design for implementing our proposed 
model and the results of our experiments. Finally, 
in section 5, Discussion and conclusion explain the 
contributions and limitations of our research.

Ⅱ. Related Work

2.1. Automobile Insurance Claim Prediction 
Models

From the standpoint of an auto insurer, effective 
claims prediction is vital because it is directly related 
to the loss ratio in business operations. Accordingly, 
existing research focuses on insurance prediction 
models. Past models can be broadly classified into 
three types. The first type uses a classic regression 
model and a multidimensional classification method. 
The second type is developed from classical regression 
and classification methods such as double general-
ization and Bayesian models, and the third type is 
the ensemble models that improve prediction per-
formance by integrating various methods such as 
regression and classification.

Regarding classical models concerning insurance 
claims prediction, Bailey and Simon (1960) suggested 
a minimum prejudice procedure as a pricing techni-
que for multi-dimensional classification. However, 
this approach does not include a statistical evaluation 
of the model. Subsequently, Nelder and Wedderburn 
(1972) employed the framework of the generalized 
linear model (GLM) in the analysis of insurance data. 
Presently, this approach stands as the conventional 
technique utilized in the insurance sector for assessing 

Model Type Authors Techniques/Methods

Classical Regression
Bailey and Simon (1960) Minimum bias procedure for multi-dimensional classification

Nelder and Wedderburn (1972) Generalized Linear Model (GLM) framework
Jørgensen and De Souza (1994) Complex Poisson-Gamma model

Extension of Classical 
Methods

Smyth and Jørgensen (2002) Double-generalized linear model
Gschlößl and Czado (2007) Fully Bayesian approach

Czado et al. (2012) Copular models

Ensemble Methods
Liu et al. (2014) Multi-class AdaBoost tree

Zhang (2019) Regression tree model with GLM using boosting algorithm
Jain et al. (2019) ANN and gradient boosting algorithm XGBoost

<Table 1> Previous Research Table
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claim costs. Furthermore, Jørgensen and De Souza 
(1994) introduced a traditional compound 
Poisson-Gamma model, postulating an average claim 
expense and an uncorrelated count of claims con-
forming to Poisson and gamma distributions. 
Secondly, in the realm of models extending conven-
tional methodologies for forecasting insurance 
claims, Gschlößl and Czado (2007) revisited the 
Poisson-Gamma paradigm to account for inter-
dependence between claim counts and sizes via a 
fully Bayesian strategy. Additionally, Smyth and 
Jørgensen (2002) implemented a dual generalized 
linear model for situations involving solely cost out-
lays without considering frequency. Further research 
has proposed alternative frameworks such as quantile 
regression (Heras et al., 2018), hierarchical modeling 
(Frees and Valdez, 2008), machine learning 
(Kaš´celan et al., 2015; Yang et al., 2016), and copula 
models (Czado et al., 2012) for predicting insurance 
outcomes.

Another category of models utilized in insurance 
prediction involves ensemble learning techniques. In 
a comprehensive examination, Wolpert leveraged the 
predictions from the initial base learner to create 
meta-features for generating collective predictions 
in subsequent layers. Alternative methodologies pro-
posed include stacked generalization (Wolpert, 1992). 
Friedman (2001) advocated for gradient-boosting 
machines, emphasizing their ability to produce pre-
cise predictions through the amalgamation of weight-
ed learners. Yang (2001) introduced adaptive re-
gression by mixing (ARM), a weighted averaging 
approach suitable for various analytical tasks, includ-
ing regression and prediction. Furthermore, 
Guelman (2012) employed gradient boosting tree 
(GBT) ensemble learning to forecast both claim fre-
quencies and intensities, employing techniques like 
under-sampling and cross-validation to mitigate is-

sues of data imbalance. Liu et al. (2014) utilized 
a multi-class AdaBoost tree to predict charge in-
tensities, comparing outcomes with those derived 
from GLM, two-layer back propagation (BP) neural 
networks, and support vector machine (SVM) 
methodologies. Zhang (2019) investigated prevalent 
claims in the Chinese auto insurance domain, in-
tegrating regression tree models with GLM via boost-
ing algorithms, while Jain et al. (2019) scrutinized 
factors to propose appropriate policies based on risk 
assessments.

In addition to the aforementioned models, 
Pesantez-Narvaez (2019) introduced a novel ap-
proach to forecast auto insurance claims by leveraging 
telematics data, while Singh (2019) employed images 
depicting damaged vehicles to estimate insurance 
claim values. Arief Fauzan et al. (2018) investigated 
the application and efficacy of XGBoost in handling 
challenges related to data volume and missing values 
within claims prediction tasks. Their study encom-
passed a comparative analysis between XGBoost and 
various ensemble learning techniques, including 
AdaBoost, stochastic gradient boosting (GB), random 
forest, and online learning-based methods like neural 
networks. Furthermore, Kowshalya and Nandhini 
(2018) utilized data mining methodologies to antici-
pate fraudulent claims and determine premium rates 
tailored to individual customers’ personal and finan-
cial attributes. Their research demonstrated the effec-
tiveness of three distinct classifiers in detecting frau-
dulent claims.

In recent years, there has been a surge of interest 
in machine learning methodologies, especially artifi-
cial neural networks (ANNs), in the field of insurance 
pricing. Prominent research by Fialova and Folvarcna 
(2020), Gao and Wüthrich (2018), Sun et al. (2017), 
and Wuthrich (2019) has delved into the application 
of neural network techniques within this sector. 
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Furthermore, Yunos et al. (2016) utilized a 
back-propagation neural network (BPNN) model to 
examine both claim frequency and severity, high-
lighting the BPNN’s capacity to capture nonlinear 
relationships inherent in loss data. Additionally, 
Bhowmik (2011) demonstrated the efficacy of pre-
dictive modeling techniques from machine learning 
in identifying instances of insurance claims fraud. 
However, despite the promising outcomes, the in-
tricate nature of these models, particularly ANNs 
and other advanced architectures, has impeded their 
widespread adoption by insurance companies and 
regulators. ANNs, especially those with multiple hid-
den layers, are often regarded as black boxes, present-
ing challenges in interpreting the influence of input 
variables on output predictions (Olden and Jackson, 
2002).

Previous models for predicting auto insurance 
claims have focused on enhancing the accuracy of 
detection by analyzing various numerical and catego-
rical data. However, it is challenging to extract and 
employ concealed attributes such as repair relation-
ship characteristics and parts when creating an in-
surance claim prediction model that only analyzes 
some of the total auto insurance repair data because 
several items in insurance repair data are based on 
various parts present in a car, and it is imperative 
to analyze the relationship between these parts to 
predict claims accurately. Moreover, creating a pre-
dictive model requires expertise in automobile repair 
because there are differences in the types of parts 
or fastening structures among vehicles. To address 
this, we studied a method of predicting auto insurance 
repair claims using the association rule approach 
that efficiently reflected the characteristics of auto 
parts and repair relationships.

2.2. Association Rule Analysis

The main objective of association rule analysis 
is to detect rules among items that co-occur in trans-
actions by scrutinizing data. Agrawal et al. (1993) 
proposed a prediction model using association rules 
between conditional clauses and resultant clauses in 
data composed of categorical variables. More specifi-
cally, Agrawal et al. (1993) proposed the Apriori 
algorithm, which extracts frequent item sets with 
greater than minimum support. This method, how-
ever, has a limitation in that the time required for 
calculation exponentially increases as the number 
of items increases. According to research by Agrawal 
et al. (1993) and Agrawal and Srikant (1994), the 
Apriori method is flawed because it generates many 
duplicate candidates by scanning the database several 
times as the number of items increases. Han et al. 
(2000) and Liu et al. (2004) adopted pattern-growth 
and association rule mining methods to overcome 
this limitation of the Apriori algorithm. 
Pattern-growth and association rule mining methods 
make it possible to efficiently analyze even increasing 
numbers of items by constructing frequent pattern 
(FP) trees in a compressed form without generating 
a candidate set and mining a set of frequent items.

Goting (2004) suggested a method for detecting 
anomalies through association rules using the a priori 
algorithm that algorithm identifies infrequent sets, 
and an anomaly score is generated based on associa-
tion rules between categorical variables in the data. 
The anomalies are then classified using a thresh-
old-based algorithm. Otey et al. (2006) and Koufakau 
et al. (2010) proposed an outlier detection model 
that handles both categorical and numeric variables.

When analyzing auto insurance repair claims data 
using previous methods such as apriori and pat-
tern-growth algorithms, performances depend on as-
signed minimum support values. Setting the appro-
priate minimum support to achieve optimal perform-
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ance requires a great deal of manpower and time. 
Therefore, this study proposes a gradient descent 
and location-based association rule method that re-
flects vehicle characteristics. The method uses an 
FP-growth algorithm to find association rules be-
tween items in auto insurance repair data and applies 
a gradient descent and location-based filter to these 
rules to extract items within a certain distance. By 
employing this methodology, we were able to system-
atically identify items closely associated with in-
surance claims, leveraging the nuanced characteristics 
inherent in automobile accidents and subsequent 
repairs. This approach facilitated a more efficient 
and targeted selection process, enhancing the accu-
racy and relevance of the identified items in the 
context of insurance claims analysis.

Ⅲ. Proposed Approach

3.1. Current Auto Insurance Repair Item 
Prediction Model

The purpose of this study is to improve the pre-
dictive performance of a program known as the auto-
mobile repair cost online service alpha (AOS-Alpha), 

which is used by insurance companies to predict 
auto insurance repair costs in Korea. AOS-Alpha 
is a program that recognizes damaged parts of a 
vehicle through photos and estimates repair costs 
based on a rule set connected to the damaged parts. 
As shown in <Figure 1>, AOS-Alpha recognizes a 
vehicle’s exterior parts and damage. Estimated repair 
costs are predicted by applying a rule set based on 
this recognition of damaged parts. Inferring repair 
items from damaged parts, the rule set is the result 
of the long-term collection of relevant information 
by insurance company experts. This study aims to 
improve prediction performance by upgrading the 
rule set extraction method using gradient descent 
and location-based association rules.

3.2. Insurance Claim Prediction Framework

In this section, our model predicts auto insurance 
repair items based on association rules derived from 
auto insurance repair data through gradient descent 
and location-based filters. Our model is implemented 
through the process depicted in <Figure 2>. As pre-
viously noted, the rule set generated through the 
current approach stems from research findings by 
insurance company specialists during the initial phas-

<Figure 1> AOS-Alpha: Screenshots of Korea’s Current Auto Insurance Repair Item Prediction Model
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es of AOS Alpha program development, with adjust-
ments made by data practitioners to tailor certain 
items based on vehicle specifications before 
application. While this method ensures uniform rule 
application across vehicles, it faces challenges in fully 
capturing the repair nuances specific to individual 

vehicles. Our proposed approach involves predicting 
items through a ruleset derived from gradient descent 
and location-based association rules applied to ve-
hicle-specific claims data. This method enables rapid 
and efficient integration of vehicle characteristics into 
the prediction process.

<Figure 2> Auto Insurance Repair Item Prediction Framework
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The framework of the proposed auto insurance 
repair item prediction model can be segmented into 
two main parts. The first part is the generation of 
gradient descent and location-based association rules 
for major items according to auto insurance repair 
data. Here, preprocessing for association rule analysis 
is initially performed on insurance repair item data, 
and association rules are generated by applying the 
gradient descent method to the preprocessed data. 
Subsequently, location-based filters developed via the 
gradient descent method are applied to the associa-
tion rules to determine the rules for the main items. 
For the second part, AOS-Alpha finds the main items 
in need of repair in auto insurance claim photos. 
Then, rules for the main items are combined with 
the item rule set created in Phase 1. Finally, insurance 
claim items are predicted with the combined rule 
set.

3.3. Auto Insurance Repair Data

This experiment was executed using auto insurance 
repair data obtained from the automobile repair cost 
online service (AOS) system of the Korean Insurance 
Development Institute. The accumulated data span 
from August to November of 2020 and contain full 
details of car repairs produced by repair shops that 
worked with insurance companies in paying for 
repairs. There are a total of 14 variables, as shown 
in <Table 2>, and approximately 4.2 million records. 
Among these data, the primary variables used for 
creating and analyzing association rules were firm, 
insurance claim number, vehicle model, repair meth-
od, and repair items. The remaining nine attributes 
(e.g., vehicle code, work item number, time, material 
price, and other remaining attributes) were excluded 
as they were irrelevant to association rules creation 
and analysis.

Information used the analysis that consists of work 
items and time as created by the Korean Insurance 
Development Institute based on the auto repair work 

No. Attributes Description
1 Firm Insurance firm name
2 Insurance number Insurance claim number
3 Vehicle maker Maker of the insured vehicle
4 Vehicle model Model of the insured vehicle
5 Vehicle code Code of the insured vehicle
6 Registration number License plate number of the insured vehicle
7 Repair method Repair method of the insured vehicle
8 Repair items Repair items of the insured vehicle
9 Items number (main) Repair items code (main)
10 Items number (sub) Repair items code (sub)
11 User text User input text
12 Time Repair time
13 Material price Material cost
14 Total cost Total amount

<Table 2> Data Attributes
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item method established by the Korean government. 
Specifically, work items are standardized by automo-
bile with each vehicle’s work items comprising rough-
ly 400 items taking into account parts or work 
procedures. Additionally, approximately 80% of auto 
repair shops in Korea use AOS to bill for repairs 
with claims to the insurance company, so the method 
has universality. Furthermore, because the majority 
of our analyzed data is made up of insurance repair 
data resulting from collision accidents, it can be veri-
fied that parts installed on the exteriors of automobiles 
are first charged.

3.4. Association Rules Generated with the 
Gradient Descent Method

In this study, association rules were made using 
insurance repair item data for individual vehicles. 
Because work items for each vehicle are created by 
reflecting the unique structural characteristics of the 
vehicle including vehicle shape, type of engine, and 
options, there are differences in repair item data 
for each vehicle. For this reason, when a repair item 
is predicted based on association rules with data about 
different vehicles, the prediction model may predict 
a repair item that does not exist for the vehicle.

In creating association rules for individual vehicles, 
repair item variables, and repair method variables 
are combined to reflect insurance repair 
characteristics. Repair methods consist of values such 
as remove and refit, overhaul, renew, repair, and 
adjust and describe a set of potential actions in vehicle 
repair. When repairing a car due to a collision acci-
dent, the difference in the repair method and scope 
of repair depending on the severity of damage exist 
even for the same item. Accordingly, the repair meth-
od can be used as an appropriate variable for analyzing 
the association rule in detail. Thus, rules are created 

by combining work items and repair methods for 
detailed analysis to predict insurance repair items.

To create association rules for individual vehicles 
herein, we had to distinguish between work items 
and main work items most in need of repair due 
to damage recognized by AOS-Alpha. Work items 
refer to all repair items that may be required for 
repairing a vehicle at any time. A main work item 
is located outside the car and is the primary item 
to be damaged in a collision. In addition, any main 
work item has sustained damage recognized by 
AOS-Alpha. The reason for the distinction between 
work items and main work items is that most car 
accidents involving insurance claims are caused by 
collisions, so the external main work items of the 
car are damaged first. In this way, the relationship 
between the main work items and work items can 
be analyzed.

The aforementioned work items and main work 
items can be described as follows. Among the set 
of work items  for repairing the car, the first dam-
aged and claimed work item is assigned to the set 
of main work items,  ′, corresponding to the out-
comes of association rule analysis. The set of work 
items can be represented by     ⋯ . 
The set of main work items,  ′ is a subset of  
 and can be represented by  ′  ′  ⋯ .

For association rule analysis, when a main work 
item ′ is claimed, rules are derived by setting the 
work item   along with the main work item as 
a conditional clause and the main work item ′ 
as a result clause. As a formula, this is expressed 
as → ′. At this time, to extract optimal association 
rules for predicting repair items, we find the highest 
F1 score with Rule={→′ | Minimum support= 
minimum support value that maximizes F1} based 
on the entire claim while changing the minimum 
support by applying the gradient descent method. 
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As a result, it is possible to create a set of work 
items ′  with the main item 

 as 
the result clause. This is expressed as formula 
′  

→ ′∈.
<Figure 3> shows the generation of a set of work 

items B, C, D, E, and F from the main items A 
and B through association rules with minimum sup-
port that maximize the F1 value which is obtained 
by applying the gradient descent method. The associa-
tion rule set of main work item A can be represented 
by   , and the association 
rule set of main work item B can be represented 
by   .

After generating a set of work items 
′based on the relationship between 
main work items 

 and work items  , it is necessary 
to identify main work items 

 among repair items 
in the auto insurance claim details. An individual 
claim  is a set of work items consisting of repair 
items extracted from photos using AOS-Alpha, and 
claimed items  are work items claimed for the 
repair of any specific vehicle. This can be expressed 
as a subset of work items  ⊂ .

Because the set of claims consists of  individual 
claims , it can be expressed as   

  ⋯ . 
Further, because each individual claim  consists 
of   claim items , it can be expressed as 


   ⋯ . In addition, the set of main 
work items  

 extracted through AOS-Alpha from 

the claim items can be expressed as 
 ′


 ′


  ⋯  because the set is com-

posed of main work items 


 among  claim 
items. As a result, the relationship between work 
item  , individual claim , claim item , and 
main work items among claim items 


 can be 

expressed as   ⋯  ⊃ 
⋯  ⊃



′  ⋯  


′  ′


.
To predict repair claims, the inferred work item 

set 
  is created by extracting 


 (main 

work items obtained through AOS-Alpha among 
claim items) from individual claims . The set 


  is created by deriving 
′


based on main work items 


 

among claim items and merging the work items. 
Because the merged work item does not include the 
main item 


, an additional 


 is added. As 

a result, the set of claims 
  derived from 

claims  can be expressed as 


  
→ ′ ′∈′

 ∪′ . 
<Figure 4> expresses the formula described above 

as an image. First, A and B corresponding to main 
work items 


 are extracted from claim items  

through AOS-Alpha, and subsequently, 


  is created by adding  , 
 , and .

3.5. Location-based Filters with Gradient 
Descent

<Figure 3> Create ′
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This study applies the gradient descent method 
and location-based filters to increase the prediction 
rate of auto insurance repair items with association 
rules. As context, it is generally necessary to determine 
appropriate support, confidence, and lift-setting val-
ues for individual vehicles and main work items to 
generate rules with a high prediction rate in the 
case of association rules. Therefore, the rates charged 
for each vehicle and main work items are different, 
and the performance of a rule is determined according 
to the set value mentioned above, so it is necessary 
to specify various input values and repeatedly verify 
them. These problems cause high costs and a great 
deal of time in predicting insurance repair items 
using association rules. Accordingly, effective appli-
cation of the association rule method is challenging 
for insurance companies. In addition, for vehicles 
or items with a small amount of data, there are cases 
wherein a rule is not inclusive even though an item 
may be suitable for actual repair prediction. 
Therefore, our model applies the gradient descent 
method and location-based filters for objectivity and 
efficiency in the association rule method. We applied 
gradient descent based on the F1 scale to set the 
most appropriate distance value when applying gra-
dient descent and location-based filters.

The idea for location-based filters came from the 
Research Council for Automobile Repairs (RCAR) 
bumper test, which determines auto insurance 
ratings. The RCAR is an international organization 
of insurance industry-financed research centers 
whose explicit aim is to maintain reasonable costs 

for auto insurance repairs. We analyzed the RCAR 
low-speed crash test conducted by the Korean 
Insurance Development Institute. Thus, we were able 
to confirm that auto parts within a certain distance 
from the point of impact in collision accidents are 
repairable in both front and rear crash tests of all 
cars. Based on these results, location-based filters 
were applied to our predictive model herein.

To use location-based filters, we needed a part 
corresponding to each work item, its coordinates, 
and a distance criterion to apply to each filter. The 
Korean Insurance Development Institute dis-
assembles all the parts installed on a car to calculate 
the work items and time required to repair all vehicles 
involved in automobile insurance accidents. Based 
on these data, we set coordinates of approximately 
400 work items for each vehicle in two dimensions.

First in the process of calculating coordinates for 
work items and distances per item to apply to filters, 
coordinates for the work item   can be expressed 
as  , yielding the formula     . 
In addition, the distance  between work items to 
which the Euclidean method is applied can be ex-
pressed as  


 .

Location-based filters use this method to calculate 
the distance between the main item set  


 and 

the work item set   derived from the 
main item. At this time, the distance between the 
main item 


and the items belonging to the work 

item set ′


was calculated, and a value 
that satisfied the limit   was extracted using a filter. 
Finally, the work item set   was 

<Figure 4> Create 
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derived. As a formula, this process was expressed 

as 
 


   

,   . At 
this time, the threshold   to be applied to the loca-
tion-based filter was set to a value that most highly 
satisfied the F1 scale by applying the gradient descent 
method. 

In our methodology, we employed an iterative 
technique called gradient descent to determine the 
optimal threshold, represented by  , for the loca-
tion-based filter. Gradient descent, a widely used 
optimization technique in machine learning and opti-
mization problems, aims to minimize a function by 
iteratively adjusting its parameters in the direction 
of the steepest decrease (or ascent) in the function’s 
value. The process begins with initialization, where 
the parameters or coefficients of the function are 
set to random values, often referred to as weights 
in machine learning models. Next, the gradient of 
the objective function is computed, representing the 
direction of the steepest ascent of the function at 
the current point. This gradient, a vector of partial 
derivatives, guides the adjustment of parameters in 
the opposite direction to minimize the function. The 
adjustment is determined by subtracting a fraction 
of the gradient, scaled by the learning rate, from 
the current parameter values. Iteration involves re-
peating the gradient calculation and parameter up-
date steps until a stopping criterion is met, such 
as reaching a specified number of iterations or a 
threshold improvement in the function value. 
Throughout the process, gradient descent pro-
gressively moves towards the minimum of the func-
tion, converging to a local minimum, global mini-
mum, or another stationary point based on the func-
tion’s characteristics. This iterative process systemati-
cally adjusts the theta parameter, starting from an 
initial value, to enhance our model’s performance. 

Gradient descent entails modifying the threshold val-
ue, commencing from an initial point like 0.5, and 
gradually reducing it in small increments, such as 
0.4, 0.3, and so forth, until the F1 score reaches 
its zenith. Through this systematic fine-tuning, we 
pinpoint the   value that strikes the optimal balance 
between precision and recall, thereby refining our 
model’s effectiveness.

<Figure 5> shows a process of choosing 
  that satisfies the distance crite-
rion   using  , ′


 , and 




. First, comparing the distance between items 
for A and B in {A, B, C, D, E, F} corresponding 
to  , the distance to itself is excluded 
from the calculation target (e.g., A and B). When 
the distance between A and the {B, C, D} items 
corresponding to   is calculated, E is 
excluded from calculation because it does not belong 
to  . As in the previous process, the 
distance corresponding to B and   is 
calculated and the distance to {C, D, E, F} is obtained. 
In the example figure below,   is 3, so the 
  items that satisfy   or less are 
{A, B, C, D}.

Our reasons for applying location-based filters af-
ter creating association rules based on claimed repair 
items rather than generating association rules only 
with location information are as follows. First, it 
is difficult to reflect the characteristics of fastening 
structures for automobile parts in rules created based 
on location information about work items without 
correlation analysis to claimed repair items. Because 
automotive parts are assembled on vehicle bodies 
in complex structures, parts can be detached due 
to structural characteristics even though they are not 
actually damaged. Because claims are made only for 
parts to which assembly parts are connected (even 
when they are close to other parts), it is difficult 
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to reflect these precise characteristics in association 
rules when only distance is considered.

Second, when only distance is considered, it is 
difficult to reflect repair characteristics in the rules. 
Because repair methods are related to the depth of 
damage, differences in repair items claimed depend 
on which repair method is combined with which 
work item. As a result, even if the same repair item 
is claimed, the related and claimed items can differ 
depending on the repair method. It is difficult to 
reflect these characteristics with distance information 
alone. Therefore, our model combines repair meth-
ods when creating rules based on insurance repair 
claims data and applies location-based filters with 
gradient descent to increase the reliability of the rules.

Ⅳ. Experimental Design and Results

4.1. Experimental Design

To conduct this research, we excluded details of 
user labor, towing, and rescue that are unstructured 
text data difficult to apply to analysis among claimed 
actuarial data. We used an FP-growth algorithm suit-
able for the horizontal structure of auto insurance 
repair cost data by association rule analysis. Also, 

because work items for individual vehicles are differ-
ent, we needed to select a vehicle for association 
rule analysis. We identified the Hyundai HG 
Grandeur because the study insurance repair claims 
data contain the most information about this model. 
Ultimately, 255,827 records were used from data 
spanning August to October of 2020 to create associa-
tion rules. For verification, 75,723 points of data 
from November of the same year were used.

This study uses 33 work items recognizable by 
AOS-Alpha in relation to automobile repair to predict 
claims items. Rules for 33 items were extracted by 
applying the gradient descent method and loca-
tion-based filters. Location-based filter no. 1 (LB1) 
corresponds to a distance of 200 mm, location-based 
filter no. 2 (LB2) corresponds to 400 mm, and loca-
tion-based filter no. 3 (LB3) corresponds to 600 mm. 
The rules for the main items are 481 for no filter, 
193 for LB1, 223 for LB2, and 252 for LB3. The 
current rule set of AOS-Alpha was used to compare 
performance according to the gradient descent meth-
od and location-based filter application. Values are 
shown in <Table 3>.

4.2. Results

To assess the effectiveness of our research findings, 

<Figure 5> Process of 
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we conducted a comparative analysis between the 
performance of the existing rule set and the rule 
set obtained through our proposed research method-
ology against the actual billed estimate. This evalua-
tion involved scrutinizing the predictive model’s per-
formance, formulated based on the extracted rules, 
in contrast to the actual billed estimates, employing 
a diverse range of metrics such as Accuracy, Precision, 
Recall, and F1 score. These performance metrics offer 
a comprehensive evaluation framework, offering val-
uable insights into the practical feasibility and efficacy 
of prediction models built upon the framework of 
these extracted rules.

Accuracy represents the proportion of predicted 
values that match the actual values in the evaluation 
dataset. Precision indicates the percentage of correctly 
predicted normal claim items among all predicted 
values. Recall measures the consistency of the model 
predictions with the actual values in the verification 
dataset. The F1-score is a composite metric that con-
siders both precision and recall. The formula for 
F1-score is as follows:

Results of the linked regulations with loca-
tion-based filter two are presented in <Table 4>. 

In this instance, there was a 7.8%p increase in accu-
racy, an 8.6%p increase in recall, a 9.3%p increase 
in precision, and an 8.9%p increase in F1-score. The 
findings are depicted in <Figure 6>.

Prior to assessing the effectiveness of individual 
filters, we conducted a paired-sample assessment of 
precision to establish statistical significance. 
Consequently, we determined that the detection rate 
for insurance fraud with the implementation of loca-
tion-based filters differs from the rate without filters. 
<Table 5> displays the p-value of the paired-samples 
test for each filter dimension.

The present research optimizes filter sizes through 
the use of the gradient descent method and verifies 
performance variation with respect to filter size. The 
outcomes are shown in <Table 6> following the com-
parison of the performance of each filter. 
Comparative experiments T1 to T3 were conducted 
on location-based filters 1 to 3, with evaluation based 
on four performance criteria: precision, accuracy, 
recall, and F1-score. The accuracy of the loca-
tion-based association rule was 7.5%p higher on aver-
age than that of the comparative experiment, and 
the maximum difference was observed in T2 at 7.8%p. 
The precision difference was 9.2%p on average, and 
the highest difference was in T1 with 11.2%p. The 
recall rate averaged at 8.2%p, and the maximum dif-
ference was observed in T3 with 9.3%p. The F1-score 
of the location-based association rule was 8.63%p 
higher on average, and the maximum difference was 
observed in T2 with 8.9%p. In sum, the model com-
bining the location-based association rule and gra-

Filter AOS α rule set
Association Rule Set (with Gradient Descent)

Without LB LB1 LB2 LB3
Rule 203 481 193 223 252

<Table 3> Number of Rules by Minimum Support and Location-based Filter
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Filter
Sig. (Two-Tailed)

LB1 LB2 LB3
P-value of paired samples test 0.000 0.000 0.000

<Table 5> P-value of Paired Samples Test with a Location-based Filter

Performance Accuracy Precision Recall F1
AOS α 0.284 0.432 0.452 0.442

With LB2 0.362 0.525 0.538 0.531
Increased amount 7.8%p 9.3%p 8.6%p 8.9%p

<Table 4> Performance of LB2 Detection of Abnormal Items

<Figure 6> Performance of LB2 Claim Prediction

Performance Accuracy Precision Recall F1
AOS α 0.284 0.432 0.452 0.4420

T1
With LB1 0.361 0.544 0.518 0.5307

Increased amount 7.7%p 11.2%p 6.6%p 8.9%p

T2
With LB2 0.362 0.525 0.538 0.5310

Increased amount 7.8%p 9.3%p 8.6%p 8.9%p

T3
With LB3 0.354 0.504 0.545 0.5233

Increased amount 7.0%p 7.2%p 9.3%p 8.1%p
Average 7.5%p 9.2%p 8.2%p 8.6%p

<Table 6> Performance of LB1 to LB3 Detection of Abnormal Items
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dient descent method demonstrated high perform-
ance based on our evaluation criteria while the filter 
producing the largest difference varied for each crite-
rion in relation to the comparative experiment.

As evident in <Figure 7>, T1 to T3 comparative 
experiments show that the location-based association 
rule performs exceptionally well, with effective per-
formance comparison based on filter size. The results 
of four previous performance evaluations indicate 
that T2 had an accuracy value of 36.2%; T1 had 
a precision value of 54.4%; T3 had a recall value 
of 54.5%; and T2 had the highest F1 score. 
Performance by the T3 location-based association 
rule is lower than those by T1 and T2 in terms 
of accuracy, precision, and F1 scores due to the pre-
diction error rate increasing as the size of the loca-
tion-based filter exceeds the required level for claims 
prediction.

Ⅴ. Discussion and Conclusion

This research adopts a practical approach to reduce 
the time and labor costs associated with calculating 

insurance repair expenses following automotive 
collisions. By analyzing authentic auto insurance re-
pair data, the study forecasts claim details. Through 
the utilization of gradient descent and location-based 
association rules to develop a rule set and anticipate 
claim items, our study showcased enhanced perform-
ance compared to existing rule sets. On average, we 
observed a noteworthy improvement, with accuracy 
increasing by 7.5%p, precision by 9.2 %p, recall by 
8.2%p, and F1 score by 8.6%p. 

Our research findings make numerous con-
tributions to the existing literature in auto insurance 
repair claims prediction. First, this study employs 
an association rule technique, which is not frequently 
used for predicting claims. Research experiments ver-
ify that the association rule approach, which reflects 
the relationship between automobile repair parts, is 
effective in predicting insurance repair cost claims. 
Second, the research proposes a prediction model 
for auto insurance repair claims that combines loca-
tion-based filters derived from actual low-speed crash 
test data and association rule techniques using gra-
dient descent. The experimental results demonstrate 
that the suggested method is superior to the current 

<Figure 7> Comparative Evaluation Criterion: With Versus Without LB
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model and that filter size affects performance. In 
addition, association rule techniques can serve as 
a training tool for insurance company staff aiding 
the work of both new and seasoned employees. 
Furthermore, if a repair shop can diagnose and pre-
pare the necessary parts and labor required for initial 
repairs, all subsequent repairs can be expedited, ulti-
mately lowering ancillary expenses linked to auto 
insurance, such as rental fees.

The proposed model in this research has areas 
that may be enhanced in various ways. First, by ex-
panding the amount of analysis data, the prediction 
performance of claims may be improved. As this 
research only analyzes one car model, it is important 
to test the performance of the suggested methodology 

using different car models. Second, if the range of 
damage recognition in AOS-Alpha is increased, the 
accuracy of predicting claims based on association 
rules should also be increased. In addition, the effec-
tiveness of association rules based on location is influ-
enced by the dimensions of each filter, so we recom-
mend using gradient descent techniques to identify 
an appropriate range for detecting auto insurance 
claims on a per-vehicle basis. This will have a sig-
nificant impact on the proposed model’s real-world 
application. Finally, while our suggested loca-
tion-based filters were evaluated using two-dimen-
sional coordinates, the filters have the potential to 
be extended to three-dimensional coordinates in the 
future. 
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