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Abstract 

 

As problems such as water pollution and fish species depletion have become serious, a land-
based fish farming is receiving a great attention for ensuring stable productivity. In the fish 
farming, it is important to determine the timing of shipments, as one of key factors to increase 
net profit on the aquaculture. In this paper, we propose a system for predicting net profit to 
support decision of timing of shipment using fish farming-related statistical data. The 
prediction system consists of growth and farm-gate price prediction models, a cost statistics 
table, and a net profit estimation algorithm. The Gaussian process regression (GPR) model is 
exploited for weight prediction based on the analysis that represents the characteristics of the 
weight data of cultured fish under the assumption of Gaussian probability processes. Moreover, 
the long short-term memory (LSTM) model is applied considering the simple time series 
characteristics of the farm-gate price data. In the case of GPR model, it allows to cope with 
data missing problem of the weight data collected from the fish farm in the time and 
temperature domains. To solve the problem that the data acquired from the fish farm is 
aperiodic and small in amount, we generate the corresponding data by adopting a data 
augmentation method based on the Gaussian model. Finally, the estimation method for net 
profit is proposed by concatenating weight, price, and cost predictions. The performance of 
the proposed system is analyzed by applying the system to the Korean flounder data. 
 
Keywords: Fish farming, Gaussian process regression (GPR), Long short-term memory 
(LSTM), Net profit estimation, Shipment decision. 
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1. Introduction 

Fisheries, including aquaculture, have been advanced rapidly over the past several decades. 
The global production of fisheries has increased from 19 million tonnes in 1950 to 179 million 
tonnes in 2018, representing an average annual growth rate of 3.3% [1]. In particular, fish 
farming, a branch of aquaculture, accounted for approximately 49% of the total production in 
2018. This growth has been fundamentally supported by the adoption of advanced 
technologies such as artificial intelligence and the Internet of Things. These technologies have 
been applied to various areas of fish farming, including farm management, water quality 
monitoring, and fish behavior analysis, contributing to the enhanced efficiency and 
productivity of fish farming [2-5]. 

From a viewpoint of a fish farm owner, determining the desirable shipment timing is crucial 
since it is directly connected to profit. This decision-making process should consider various 
fish farming related factors (FRF) such as the growth rate of fish, farm-gate prices at the source, 
and operational costs. Consequently, predicting these FRFs is essential, leading to the 
development of various prediction models. 

Initially, deterministic models such as the thermal growth coefficient (TGC) or the von 
Bertalanffy-based model were developed for predicting fish growth [6, 7]. However, since fish 
growth data such as weight and length in each fish farming tank or cage showed a random 
process characteristic, some probabilistic models such as the Bayesian von Bertalanffy model 
and Gaussian process regression (GPR) were developed [8, 9]. The Bayesian von Bertalanffy 
model fits the von Bertalanffy growth equation (VBGE) to length-at-age data utilizing Markov 
chain Monte Carlo (MCMC) and informative priors. GPR is based on Gaussian process and 
providing outputs of target variables and variances. To predict fish farm-gate prices at the 
source, the vector autoregressive (VAR) model was proposed. The VAR model analyzed 
causality in farm-gate prices. Also, artificial neural network models were proposed to analyze 
the relationship between amounts of consignment sale and farm-gate prices [10, 11]. In the 
case of cost prediction, several models were proposed, including comprehensive production 
cost models using the STELLA model in recirculating aquaculture systems (RAS), capital cost 
estimation models in fish farming based on statistical data and discount rates, and fish price 
variation models [12-15]. 

The above-mentioned models, such as growth prediction models [6-9], price prediction 
models [10, 11], and cost estimation or fish price variation models [12-15], can predict each 
FRF corresponding to the growth rate of fish, farm-gate prices, and farming costs. However, 
they cannot provide guidelines for shipment timing that take the total effect of FRFs into 
consideration. Generally, all the elements of FRFs are dependent on each other. For instance, 
net profit for fish farmers is usually determined by the values and costs of fish farming, and 
these values are affected by farm-gate prices, which are dependent on fish weight and farming 
costs, both of which are also affected by fish growth rate. Hence, this paper suggests a decision 
support system designed to integrate FRFs related to farmers’ revenue, thereby providing 
guidelines for fish shipment timing. The proposed system consists of prediction models for 
individual FRFs and a function for net profit prediction as a shipment decision supporter. This 
paper describes an exemplary case of the system using data from the farming of Korean 
flounder, a species of significant importance in Korea.  

The remainder of this paper is organized as follows. Section 2 describes the architecture of 
a decision support system. Section 3 explains the design of two prediction models employed 
within the system and proposes a net profit prediction algorithm as a decision supporter. 
Section 4 demonstrates the process of the proposed system using specific fish, and Section 5 
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concludes the paper. 

2. The Structure of a Decision Support System 
The main components of the proposed decision support system include a controller, a 
preprocessor, prediction models, and functions as depicted in Fig. 1. The controller collects 
data from various farms, builds a database, and transfers the collected data to the preprocessor. 
The collected data includes sensor data (e.g., water temperature, dissolved oxygen levels), 
growth data (e.g., mean weight, number of fish), and farm-gate price data. Furthermore, by 
using the controller, users can select the output of a function that they want to predict and the 
prediction models that are required for the specific function. The preprocessor manipulates the 
raw data from the data resources and converts it into data that can be used by the prediction 
models. In the training mode, the converted data is also formatted in the form of training data 
to train the prediction models. If the amount of training data is insufficient, some data 
augmentation techniques can be used. 

The prediction models are designed to predict the weight growth and farm-gate prices of 
the cultured fish. In this paper, GPR and long short-term memory (LSTM) are used for growth 
prediction and farm-gate price, respectively. Note that although other machine learning models 
including artificial neural networks can be replaced, we will focus on the two models in this 
paper since GPR can provide the mean and variance of the weight data and LSTM can reflect 
the time-varying characteristics of the prices. 

 

 
Fig. 1. A block diagram of a decision support system 

 
Finally, the functions provide the predicted outputs that users want to know. The outputs 

include weight of cultured fish, farm-gate price, and net profit. Weight growth prediction uses 
the GPR model to provide the total/mean weight, weight by weight class, standard deviation, 
and a 95% confidence interval of cultured fish. Farm-gate price prediction uses the LSTM 
model to provide the farm-gate price per weight according to weight classes. Net profit 
prediction uses both GPR and LSTM models to provide information on when it is 
advantageous for the shipment. The fish in a specific farm are classified by weight and the net 
profit for each class and a summation of the classes is estimated using various predicted values 
from weight of cultured fish, farm-gate prices, and farming costs. Users can know the shipment 
timing that benefits them by referring to the net profit according to classes or the total net 
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profit. As a practical example, the system for Korean flounder is described in section 4.3. 

3. Design of Prediction Models and a Net Profit Algorithm 
The proposed shipment decision assistant system uses various data related to fish farming to 
support decision-making process from a profit standpoint. To this end, the net profit for each 
weight class and the summation of all the classes is estimated based on the predicted values of 
FRFs, which is provided to the user. In this section, we describe two prediction models, GPR 
for growth and LSTM for farm-gate prices, and propose an algorithm to estimate the net profit 
using the predicted values. Also, we briefly mention the prediction of farming costs which are 
used for a net profit estimation. 

3.1 Prediction Models 

3.1.1 Weight Growth Prediction – GPR 
The following three aspects should be considered in selecting a model for weight growth 
prediction: 1) Not all juvenile fish fed into fish cages (or tanks) grow at the same rate. When 
analyzing the data collected by sampling at an arbitrary time in a specific farming cage or tank, 
the weight of fish can be viewed as a random variable with a Gaussian distribution and the set 
of the random variables that is a function of time can be viewed as a Gaussian random process. 
Mean and variance at every sampling time is expressed as a function of time and environmental 
variables such as water temperature or feeding quantity etc. (in this paper, one environmental 
variable, water temperature, is considered.) 2) Usually, mean and variance of fish weight 
increases with time, but depending on the fish species or environmental conditions, the 
increase rate of mean and variance may be mitigated or the mean and variance itself may 
decrease because large fish can eat small fish from some point in time [16]. 3) Unlike the 
environment data such as water temperature or dissolved oxygen levels that are automatically 
collected by sensors, the growth data is collected manually, so it is labor-intensive and can 
cause damage to the fish with extra costs [17]. Therefore, collecting growth data is not easy, 
resulting in a small amount of data as well as aperiodic in time. 

Considering these aspects, we use GPR as the weight growth prediction model. GPR can 
customize growth predictions by learning the data collected from each farm. GPR provides 
standard deviations along with means to understand the distribution of individual weights or 
serve as the basis for addressing uncertainties. These features allow GPR to provide insights 
into the variability and distribution of growth of cultured fish to support sorting and shipment 
timing decisions. 

GPR is based on Gaussian processes. A Gaussian process is a collection of random 
variables which has a joint Gaussian distribution. It can be expressed as the following equation 
with a training set 𝒟𝒟 = {(𝐱𝐱𝑖𝑖,𝑦𝑦𝑖𝑖) | 𝑖𝑖 = 0, … ,𝑛𝑛 − 1}  of 𝑛𝑛  observations where 𝐱𝐱𝑖𝑖  denotes a 
column input vector of dimension 𝑀𝑀 and 𝑦𝑦𝑖𝑖  indicates a scalar output, and a test set 𝒟𝒟∗ =
��𝐱𝐱∗𝑖𝑖,𝑦𝑦∗𝑖𝑖� � 𝑖𝑖 = 0, … , 𝑙𝑙 − 1} of 𝑙𝑙  observations where 𝐱𝐱∗𝑖𝑖  denotes a column input vector of 
dimension 𝑀𝑀 and 𝑦𝑦∗𝑖𝑖 indicates a scalar output [18]. 

 
 𝑓𝑓(𝑿𝑿)~𝐺𝐺𝐺𝐺(𝑚𝑚(𝑿𝑿),𝐾𝐾(𝑿𝑿,𝑿𝑿′))   (1) 

 
where 𝑿𝑿 = [𝐱𝐱0 𝐱𝐱1  ⋯  𝐱𝐱𝑛𝑛−1]𝑇𝑇, 𝑚𝑚(𝑿𝑿) is the mean function representing the expected value for 
training 𝑿𝑿, and 𝐾𝐾(𝑿𝑿,𝑿𝑿′) is the covariance matrix between 𝑿𝑿 and 𝑿𝑿′ which are in a data set. 
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The covariance matrix measures the similarity between inputs and determines the flexibility 
of the model. 

GPR, as depicted in Fig. 2, predicts the distribution of outputs f∗ (or 𝐲𝐲∗) for a new input 𝑿𝑿∗ 
based on the given training set 𝒟𝒟. The predictive distribution is expressed as the following 
conditional probability distribution [18]. 

 
 f∗|𝑿𝑿, 𝐲𝐲,𝑿𝑿∗~𝑁𝑁�f∗�, 𝑐𝑐𝑐𝑐𝑐𝑐(f∗�) (2) 

 f∗� ≜ 𝐸𝐸[f∗|𝑿𝑿, 𝐲𝐲,𝑿𝑿∗] = 𝐾𝐾(𝑿𝑿∗,𝑿𝑿 )[𝐾𝐾(𝑿𝑿,𝑿𝑿) + 𝜎𝜎𝑛𝑛2𝐼𝐼]−1𝐲𝐲  (3) 

 𝑐𝑐𝑐𝑐𝑐𝑐(f∗) = 𝐾𝐾(𝑿𝑿∗,𝑿𝑿∗) − 𝐾𝐾(𝑿𝑿∗,𝑿𝑿)[𝐾𝐾(𝑿𝑿,𝑿𝑿) + 𝜎𝜎𝑛𝑛2𝐼𝐼]−1 𝐾𝐾(𝑿𝑿,𝑿𝑿∗) (4) 

 
where 𝐲𝐲 = [𝑦𝑦0 𝑦𝑦1  ⋯  𝑦𝑦𝑛𝑛−1]𝑇𝑇 , 𝑿𝑿∗ = �𝐱𝐱∗0 𝐱𝐱∗𝟏𝟏  ⋯  𝐱𝐱∗𝑙𝑙−1�

𝑇𝑇 , 𝐲𝐲∗ = �𝑦𝑦∗0 𝑦𝑦∗1  ⋯  𝑦𝑦∗𝑙𝑙−1�
𝑇𝑇 , f∗� 

represents the mean vector of the predicted outputs for a new input 𝑋𝑋∗, 𝐲𝐲 is a column vector 
output consisting of 𝑦𝑦𝒊𝒊 , 𝑐𝑐𝑐𝑐𝑐𝑐(f∗)  denotes the covariance matrix of the predictions, 𝜎𝜎𝑛𝑛2 
represents the variance, 𝐼𝐼 denotes the identity matrix, 𝐾𝐾(𝑋𝑋,𝑋𝑋) is a covariance matrix (or Gram 
matrix) whose (𝑖𝑖, 𝑗𝑗)th entry is 𝐾𝐾𝑖𝑖𝑖𝑖 = 𝑘𝑘�𝐱𝐱𝑖𝑖 , 𝐱𝐱𝑗𝑗� for 1 ≤ 𝑖𝑖, 𝑗𝑗 ≤ 𝑛𝑛. 
 

 
Fig. 2. A concept of Gaussian process regression 

 
For predicting the mean weight and variance of cultured fish, the GPR model utilized 

Python and the GPy library [19]. The covariance matrix of the designed GPR was simplified 
using some well-known kernels such as squared exponential (SE), product (linear and white 
noise kernels), Matérn, and ARD SE kernels [18, 20]. 

 
 𝐾𝐾(𝑿𝑿,𝑿𝑿∗) = 𝐾𝐾𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑿𝑿,𝑿𝑿∗)  + 𝐾𝐾𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(𝑿𝑿,𝑿𝑿∗) + 𝐾𝐾𝑀𝑀𝑀𝑀𝑀𝑀𝑒́𝑒𝑟𝑟𝑟𝑟(𝑿𝑿,𝑿𝑿∗) + 𝐾𝐾𝐴𝐴𝐴𝐴𝐴𝐴(𝑿𝑿,𝑿𝑿∗) (5) 

where 𝐾𝐾𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑿𝑿,𝑿𝑿∗) = 𝐾𝐾𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑑𝑑𝑖𝑖𝑖𝑖 = 𝑘𝑘𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡�𝐱𝐱𝑖𝑖 , 𝐱𝐱∗𝑗𝑗� = 𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡2 exp (−
1

2𝑙𝑙𝑁𝑁2
�𝐱𝐱𝑖𝑖 − 𝐱𝐱∗𝑗𝑗�

2) (6) 

 𝐾𝐾𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(𝑿𝑿,𝑿𝑿∗) = 𝐾𝐾𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛_𝑖𝑖𝑖𝑖 = 𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛�𝐱𝐱𝑖𝑖 , 𝐱𝐱∗𝑗𝑗� = 𝜎𝜎𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛2 𝛿𝛿�𝐱𝐱𝑖𝑖 , 𝐱𝐱∗𝑗𝑗� × (𝐱𝐱𝑖𝑖𝑇𝑇𝐱𝐱∗𝑗𝑗) (7) 

𝐾𝐾𝑀𝑀𝑀𝑀𝑀𝑀𝑒́𝑒𝑟𝑟𝑟𝑟(𝑿𝑿,𝑿𝑿∗) = 𝐾𝐾𝑀𝑀𝑀𝑀𝑀𝑀𝑒́𝑒𝑟𝑟𝑟𝑟_𝑖𝑖𝑖𝑖 = 𝑘𝑘𝑀𝑀𝑀𝑀𝑀𝑀𝑒́𝑒𝑟𝑟𝑟𝑟�𝐱𝐱𝑖𝑖, 𝐱𝐱∗𝑗𝑗� = 𝜎𝜎𝑀𝑀𝑀𝑀𝑀𝑀𝑒́𝑒𝑟𝑟𝑟𝑟2 �1 +
√5𝑟𝑟
𝑙𝑙𝑚𝑚

+
5𝑟𝑟2

3𝑙𝑙𝑚𝑚2
� exp(−

√5𝑟𝑟
𝑙𝑙𝑚𝑚

) (8) 

 𝐾𝐾𝐴𝐴𝐴𝐴𝐴𝐴(𝑿𝑿,𝑿𝑿∗) = 𝐾𝐾𝐴𝐴𝐴𝐴𝐴𝐴_𝑖𝑖𝑖𝑖 = 𝑘𝑘𝐴𝐴𝐴𝐴𝐴𝐴(𝐱𝐱𝑖𝑖, 𝐱𝐱∗𝑗𝑗) = 𝜎𝜎𝐴𝐴𝐴𝐴𝐴𝐴2 exp�−
1
2
�

�𝐱𝐱𝑖𝑖
[𝑑𝑑] − 𝐱𝐱∗𝑗𝑗

[𝑑𝑑]�
2

𝑙𝑙𝑑𝑑2

𝑀𝑀

𝑑𝑑=1

� (9) 
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where 𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡2 , 𝜎𝜎𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛2 , 𝜎𝜎𝑀𝑀𝑀𝑀𝑀𝑀𝑒́𝑒𝑟𝑟𝑟𝑟2 , and 𝜎𝜎𝐴𝐴𝐴𝐴𝐴𝐴2  represent the variances of 𝐾𝐾𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, 𝐾𝐾𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛, 𝐾𝐾𝑀𝑀𝑀𝑀𝑀𝑀𝑒́𝑒𝑟𝑟𝑟𝑟, 
and 𝐾𝐾𝐴𝐴𝐴𝐴𝐴𝐴, respectively. Also,  𝑙𝑙𝑁𝑁, 𝑙𝑙𝑚𝑚, and 𝑙𝑙𝑑𝑑 denote the length scales for 𝐾𝐾𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, 𝐾𝐾𝑀𝑀𝑀𝑀𝑀𝑀𝑒́𝑒𝑟𝑟𝑟𝑟, and 
𝐾𝐾𝐴𝐴𝐴𝐴𝐴𝐴 of 𝑑𝑑th dimension, respectively. 𝛿𝛿�𝐱𝐱𝑖𝑖 , 𝐱𝐱∗𝑗𝑗� represents the Kronecker delta, which returns 
1 if the input vectors are identical and 0 otherwise, 𝐱𝐱𝑖𝑖𝑇𝑇𝐱𝐱∗𝑗𝑗 denotes the dot product of the two 
input vectors. 𝑟𝑟 represents the absolute distance �𝐱𝐱𝑖𝑖 − 𝐱𝐱∗𝑗𝑗�. 𝐱𝐱𝑖𝑖

[𝑑𝑑] and 𝐱𝐱∗𝑗𝑗
[𝑑𝑑] represents the values 

of the 𝑑𝑑th dimension of the vectors 𝐱𝐱𝑖𝑖 and 𝐱𝐱∗𝑗𝑗 when automatic relevance determination (ARD) 
is activated. ARD allows for learning a separate length scale parameter, enabling the model to 
estimate the importance of each dimension. The prediction results of the designed model are 
described in section 4.2. 

To evaluate the performance of the GPR model, mean square error (MSE) and mean 
standardized log-likelihood (MSLL) are used. The MSE value is obtained by selecting the 
mean weight predictions for each aquacultivation period as representative values [9]. MSLL 
can be calculated in a similar manner and is particularly useful for evaluating probabilistic 
models, making it a criterion for performance evaluation along with MSE [18]. MSE and 
MSLL are defined as follows [9]. 

 𝑀𝑀𝑀𝑀𝑀𝑀�𝐲𝐲∗, f∗�� =
1
𝑙𝑙
�𝑦𝑦∗ − f∗��

𝑇𝑇(𝑦𝑦∗ − f∗�) (10) 

 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀�𝐲𝐲∗, f∗�� =

1
𝑙𝑙
�(

1
2

log(2𝜋𝜋𝜎𝜎∗2)
𝑛𝑛

𝑖𝑖=1

+
�𝑦𝑦∗ − f∗��

2

2𝜎𝜎∗2
) (11) 

 
where 𝜎𝜎∗2 indicates the predicted variance corresponding to 𝐗𝐗∗. 

3.1.2 Farm Gate Price Prediction – LSTM 
The farm-gate prices per unit weight does not apply equally to all fish with different weights, 
but rather tends to increase as the weight of fish increases. This is because the weight shows a 
Gaussian distribution, which results in the scarcity of relatively heavier fish favored by 
consumers. Usually, the farm-gate prices are not randomly determined but are affected by 
previous price trends, which are more affected by recent prices. Therefore, it is possible to 
improve the prediction accuracy by using multiple time series data.  In this paper, we select a 
recurrent neural network (RNN) based model that sequentially processes inputs and outputs 
for price prediction [21]. Specifically, the training of the RNN model utilizes the LSTM 
structure that can effectively learn temporal dependencies in sequential data for accurate 
predictions of current or future data, which is widely used in price prediction models for 
agricultural [22, 23] and livestock products [24, 25].  

The past time series data before the forecasting time were processed using a many-to-one 
structure in which several inputs lead to a single output, as shown in Fig. 3 [26]. In this study, 
the LSTM was trained to predict the farm-gate price one month ahead, using the previous five 
months of price farm-gate information as input. In predicting prices for flounder, deciding 
sequence length which is about how many monthly prices are considered as an input for LSTM 
model is a critical factor. This is because prices for flounder are affected by seasons or day of 
the week able to cause changes in water temperature, farming costs, growth rate etc. To 
effectively reflect those seasonal effects on the price prediction, several LSTM models were 
tested with different sequence lengths, where the sequence lengths of 3, 5, 6, and 12 which 
show MSLE of 15.505, 14.558, 14.846, and 14.741, respectively. Thus, the sequence length 
of 5 for price prediction is selected. And the price information used as input to LSTM is scaled 
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by a min-max normalizer to ensure all values range between 0 and 1. 
 

 
Fig. 3. Structure of many-to-one LSTM 

 
The model was designed to predict farm-gate prices for different weight classes, 

specifically for 0.5 kg, 1 kg, and 2 kg, taking into account the varying tendencies in price 
fluctuations associated with each of the weight classes. Although the same LSTM structure is 
used, the model is designed to adjust weight values according to weight class to reflect the 
different price trends by class. The prediction outcomes of the designed model are going to be 
detailed in subsequent sections. 

3.2 A Net Profit Algorithm 
To predict the net profit of fish farming, the growth prediction model implemented with GPR, 
farm-gate price prediction model using LSTM, and cost data based on statistics are used. 
Fundamentally, the growth prediction model uses sample mean weight, aquacultivation period, 
and water temperature data from the data resource's database as inputs for training, producing 
means and variances of weight as outputs. The farm-gate price prediction model is trained with 
unit prices per weight of fish as inputs and estimates unit prices by weight class as outputs. To 
predict net profit that can assist shipment decision, a statistical technique is used together with 
cost based on predictive models and statistics. The formula for the net profit algorithm is as 
follows. 
 

𝐶𝐶𝑇𝑇(𝑚𝑚,𝑇𝑇) = 𝑐𝑐(𝐴𝐴,𝑁𝑁𝑆𝑆) × 𝑊𝑊𝑇𝑇(𝑚𝑚,𝑇𝑇) + 𝐶𝐶𝑠𝑠 × 𝑁𝑁𝑠𝑠 (12) 
 
where 𝐶𝐶𝑇𝑇(𝑚𝑚,𝑇𝑇) represents the total farming cost after 𝑚𝑚 months with the water temperature 
𝑇𝑇 in the farms, 𝑐𝑐(𝐴𝐴,𝑁𝑁𝑆𝑆) denotes the cost per unit of production, 𝐴𝐴 is the total water surface 
area of the farms, 𝑁𝑁𝑠𝑠 indicates the total number of juvenile fish stocked in the farms, 𝑊𝑊𝑇𝑇(𝑚𝑚,𝑇𝑇) 
signifies the total weight of fish, and 𝐶𝐶𝑠𝑠 is the cost per juvenile fish. 

The proportion of fish belonging to each weight class is as follows. 
 

 𝑝𝑝𝑖𝑖(𝑚𝑚,𝑇𝑇) = Pr (𝑊𝑊 ∈ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑊𝑊𝑖𝑖)) (13) 

 
where 𝑖𝑖 indicates the index of the weight class, and 𝑊𝑊 is a random variable representing the 
weight of the fish. 𝑊𝑊𝑖𝑖  is the representative value according to the weight class, and 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑊𝑊𝑖𝑖) is the weight range of flounder (fish) satisfying 𝑊𝑊𝑖𝑖. The proportions for each of 
the weight classes are derived using the mean weight and standard deviation predicted by GPR, 
along with the cumulative distribution function 𝑭𝑭(𝑊𝑊) based on the Gaussian distribution. 
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Table 1 provides an example based on Korean flounder, describing the weight classes. 
 

Table 1. Weight class specification about Korean flounder as an exemplary case 

Weight class index 
(𝒊𝒊) 

Weight class (𝑾𝑾𝒊𝒊) 
(Representative 

value) 

Range of fish weight (𝑾𝑾) 
[unit: g] 

𝒑𝒑𝒊𝒊(𝒎𝒎,𝑻𝑻) with 
cumulative 

distribution function  

0 125 g 0 ≤ 𝑊𝑊 < 250 𝑭𝑭(𝟐𝟐𝟐𝟐𝟐𝟐) 

1 500 g 250 ≤ 𝑊𝑊 < 750 𝑭𝑭(𝟕𝟕𝟕𝟕𝟕𝟕) − 𝑭𝑭(𝟐𝟐𝟐𝟐𝟐𝟐) 

2 1000 g 750 ≤ 𝑊𝑊 < 1250 𝑭𝑭(𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏) − 𝑭𝑭(𝟕𝟕𝟕𝟕𝟕𝟕) 

3 1500 g 1250 ≤ 𝑊𝑊 < 1750 𝑭𝑭(𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏) − 𝑭𝑭(𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏) 

4 2000 g 1750 ≤ 𝑊𝑊 < 5000 𝑭𝑭(𝟓𝟓𝟓𝟓𝟓𝟓𝟓𝟓) − 𝑭𝑭(𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏) 
 

The shipment value per weight class is given by 
 

 𝑣𝑣𝑖𝑖(𝑚𝑚,𝑇𝑇) = 𝑊𝑊𝑖𝑖 × 𝑝𝑝𝑖𝑖(𝑚𝑚,𝑇𝑇) × 𝑁𝑁𝑆𝑆 × (1 − 𝑑𝑑(𝑚𝑚))  × 𝑃𝑃𝑃𝑃𝑖𝑖(𝑚𝑚) (14) 
 
where 𝑃𝑃𝑃𝑃𝑖𝑖(𝑚𝑚) and 𝑑𝑑(𝑚𝑚) denote the farm-gate price per weight for weight class 𝑖𝑖 and the 
mortality rate of the fish, respectively. 

The total net profit is given by  
 

 𝑁𝑁𝑁𝑁(𝑚𝑚,𝑇𝑇) = ∑ 𝑣𝑣𝑖𝑖𝑖𝑖 (𝑚𝑚,𝑇𝑇) − 𝐶𝐶𝑇𝑇(𝑚𝑚,𝑇𝑇)  (15) 

 
Finally, the net profit for fish belonging to weight class 𝑖𝑖 is as follows. 
 

 𝑁𝑁𝑁𝑁(𝑖𝑖,𝑚𝑚,𝑇𝑇) = 𝑣𝑣𝑖𝑖(𝑚𝑚,𝑇𝑇) − 𝑝𝑝𝑖𝑖(𝑚𝑚,𝑇𝑇)𝐶𝐶𝑇𝑇(𝑚𝑚,𝑇𝑇) (16) 

4. Simulations 
In this section, the entire operation process of the shipping decision support system proposed 
in section 3 is described based on Korean flounder data. 

 

4.1 Simulation Assumption 
As a use case for the shipment decision support system, Korean flounder from Jeju Island is 
selected. As mentioned in section 3.1.1, the currently available data is aperiodic and small in 
quantity, making it difficult to obtain sufficient data for prediction. Therefore, this subsection 
assumes the following conditions. 

1) For the land-based Korean flounder farming in the Jeju region introduced as a use case, 
it is observed that the survival rate decreases with the length of the aquacultivation period. 
Additionally, due to the characteristic that the unit farm-gate price varies according to weight 
classes, farming juveniles up to around 1.0 kg before shipping can increase the farmer’s profit 
[27]. Therefore, in this use case, a prediction period of 18 months after stocking 4 g juveniles 
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is set to observe the growth up to approximately 1.0 kg and subsequent trends. 
2) In flounder farming, seasonal factors typically cause variations in water temperature at 

the farms. However, it is assumed for this use case that the water temperature remains constant 
for each case as depicted in Fig. 4, and it is assumed that optimized feeding is provided in each 
case. 

3) During the 18-month aquacultivation period or shorter, grading and sorting occurs, and 
it is assumed for growth data collection that the weight and distribution of the selected 
individuals are determined by sampling of size 50. 

4) Data collected from the farm can vary in collection frequency depending on the data 
type, and anomalies or missing data may occur due to grading, sorting, shipment decisions, or 
sensor malfunctions. Thus, preprocessing is necessary [9], but this simulation assumes that 
such processes have already been completed, and mixed data cycles are converted and 
standardized to a monthly basis for use. 

5) It is assumed that small fish below 250 g does not possess marketable value and thus 
cannot be sold, and when setting the 18-month observation period, it is assumed that the weight 
of flounder does not exceed 5000 g. 

 

 
Fig. 4. Baseline data of fish weight and data augmentation according to water temperature conditions 

and an aquacultivation period 
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4.2 Simulation Results 

4.2.1 Weight Growth Prediction 
In this subsection, we perform training and prediction using the model structure described in 
section 3.1.1 and the growth data for Korean flounder. Due to the lack of sufficient data 
accumulated in the living lab database for training and testing the GPR growth model, the use 
case to be discussed later uses the TGC model and mean growth data of Korean flounder to 
prepare basic data for training and test. The standard deviation relative to the mean weight was 
obtained using the living lab database.  

As can be seen in the first graph of the first row in Fig. 4, five sets of mean growth data 
were generated according to water temperature ranging from 17 to 23℃ and an aquacultivation 
period and to obtain TGC values [28-30]. The formula for the TGC growth model is as follows 
[6]. 
 

 
𝑊𝑊𝑒𝑒 = [�𝑊𝑊𝑠𝑠

3 + �
𝑇𝑇𝑇𝑇𝑇𝑇
1000

× 𝑇𝑇 ×
365
12

× ∆𝑚𝑚�]3 (17) 

 
where 𝑊𝑊𝑒𝑒 represents the weight of the Korean flounder after 𝑚𝑚 months from stock seeding, 𝑊𝑊𝑠𝑠 
is the initial weight of the flounder, and TGC stands for the thermal growth coefficient 
dependent on the water temperature. 

For the training and evaluating of GPR, data augmentation (noise addition) was conducted 
on the baseline data according to water temperature conditions and an aquacultivation period 
[31]. The data augmentation was performed using the standard deviation corresponding to the 
mean weight of each period and a normal distribution. For training and test data for Cases 1, 
3, and 5 where the water temperatures are 17, 20, and 23℃, respectively, augmented TGC 
growth data over the aquacultivation period of 18 months from stock seeding was randomly 
divided into training data (6 sets, each with 50 samples - 300 total) and test data (13 sets, each 
with 50 samples - 650 total). Here, we assumed that data from the stock seeding period could 
be secured and thus was all included in the training data. 

Using this training data, we trained and evaluated the growth prediction model for Case 1, 
3, and 5. Next, we performed the growth predictions and evaluations for the different water 
temperature (Cases 2, 4 where the water temperatures in the farms observed are 18.5 and 
21.5℃, respectively) based on the model for Cases 1, 3, and 5. 

The reason why the augmented data was prepared in this way is that the quantity of growth 
data is very small and sampling frequency is aperiodic. This suggests 6 growth datasets per 
year can be acquired from Korea flounder farms in the field. Thus, in this paper, it is assumed 
that Cases 1, 3, and 5 have 6 growth datasets as training data and 13 datasets as test data and 
for Cases 2 and 5, 6 growth datasets as test data are acquired. 

The optimization of the GPR model was performed using the L-BFGS-B optimizer where 
L-BFGS-B is a variation of the Limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-
BFGS) algorithm, designed for solving large-scale optimization problems with bound 
constraints on variables, resulting in a marginal likelihood of 4758.36. The hyperparameters 
of the covariance function, as presented in Table 2, were as follows: for 𝐾𝐾𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 in (6), 𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡2  
and 𝑙𝑙𝑁𝑁 were 17,988,794.25 and 14.87, respectively; for 𝐾𝐾𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 in (7), 𝜎𝜎𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛2  were 11.92; for 
for 𝐾𝐾𝑀𝑀𝑀𝑀𝑀𝑀𝑒́𝑒𝑟𝑟𝑟𝑟 in (8), 𝜎𝜎𝑀𝑀𝑀𝑀𝑀𝑀𝑒́𝑒𝑟𝑟𝑟𝑟2  and 𝑙𝑙𝑀𝑀𝑀𝑀𝑀𝑀𝑒́𝑒𝑟𝑟𝑟𝑟 were 5.56 and 5.58, respectively; and for 𝐾𝐾𝐴𝐴𝐴𝐴𝐴𝐴 in (9), 
𝜎𝜎𝐴𝐴𝐴𝐴𝐴𝐴2  and 𝑙𝑙𝑑𝑑2 were 5.56 and 2, respectively. 
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Table 2. Parameter specification of growth prediction model (GPR) 
Parameters Values 
sum.rbf.variance 17988794.25 
sum.rbf.lengthscale  14.87 
sum.mul.white.variance 11.92 
sum.mul.linear.variances 11.92 
sum.Mat52.variance 5.56 
sum.Mat52.lengthscale 5.85 
sum.rbf_1.variance 5.56 
sum.rbf_1.lengthscale (2,) 
Gaussian_noise.variance 3.91 
Marginal likelihood 4758.36 
Optimizer L-BFGS-B 

 
In Fig. 5, we presented training-test data with the mean weight and 95% confidence interval 

of the growth prediction model, based on the aquacultivation period and water temperature. 
For Cases 1, 3, and 5, experiments were performed using 6 months of training data and 13 
months of test data. For Cases 2 and 4, experiments were carried out in untrained culturing 
environments based on the GPR model trained from Cases 1, 3, and 5. 

 

 
Fig. 5. Weight growth prediction according to water temperature ranging from 17 to 23℃  and an 

aquacultivation period 
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According to Table 3, for Cases 1, 3, and 5, the MSE values are 17.38, 38.39, and 67.55, 
respectively, showing an increasing trend with the increase in culturing water temperature. 
The MSLL values are 5.69, 6.02, and 6.42, respectively, which also display an increasing trend. 
When examining Cases 2 and 4, the MSE values are 23.46 and 81.77, respectively, and the 
MSLL values are 5.82 and 6.42, respectively. In Case 2, the MSLL is between that of Cases 1 
and 3, whereas in Case 4, the MSLL exceeds that of Cases 3 and 5. While the values of MSE 
and MSLL can vary depending on the distribution of the growth prediction model and the 
training and test data, there are no significantly deviating predictions for the test data. 
 

Table 3. Performance of growth prediction model in terms of MSE and MSLL 

 Case 1 Case 2 Case 3 Case 4 Case 5 

MSE 17.38 23.46 38.39 81.77 67.55 

MSLL 5.69 5.82 6.02 6.57 6.42 

4.2.2 Farm-gate Price Prediction 
In this subsection, we predicted the farm-gate prices using the LSTM model, as described in 
subsection 3.1.2. As previously mentioned, the model uses five time series data points as inputs 
to produce a single output value. The hidden layer size of the LSTM is set to 20, with the 
objective function aiming to minimize the mean squared log error (MSLE) loss. Detailed 
information about the model is presented in Table 4. 
 

Table 4. Parameter specification of Farm-gate prediction model (LSTM) 
Parameters Values 
Input data time step 5 
Input data feature size 1 
Output data length 1 
Output data feature size 1 
Number of training epochs 500 
Learning rate 0.005 
Dropout rate 0.3 
Batch size 64 
LSTM hidden layer size 20 
Loss function MSLE 
Optimizer Adam 
MSLE 14.558 

 
For the training and test of the LSTM model, data from Korea maritime institute fisheries 

observation center was used [32], with a total of 168 months of price data for 0.5 kg, 1.0 kg, 
and 2.0 kg from January 2008 to December 2021. To test the performance of the price 
prediction model, 70% of the total price data was used for training the model, and the 
remaining 30% was used as test data to evaluate the prediction model. 

Fig. 6 illustrates the loss function during the training and the results of the model evaluation 
for the 2 kg farm-gate price prediction model. As can be seen in Fig. 6 (a), the training loss 
decreases as the model training progresses. In Fig. 6 (b), actual farm-gate prices for 2.0 kg 
flounder are compared with predictions from the LSTM model. To evaluate LSTM 
performance, the VAR model, commonly used for price forecasting, was also used [10]. As 
the VAR model follows the multivariate time series forecasting, it accounts for the 
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interrelationship between 1.0 kg and 2.0 kg flounder prices in this simulation. Both models 
were trained on the same data and forecasted prices for 18 months starting from September 
2019. The green, orange, and blue lines represent the actual farm-gate prices, the predicted 
prices from the LSTM model, and the predicted prices from the VAR model, respectively. The 
comparison of performance results indicates that the farm-gate prices predicted by the LSTM 
model closely match the actual values. In this simulation, the LSTM model captures temporal 
dependencies in sequential data, resulting in accurate predictions for future events. The model 
achieved MSLE of 0.005, compared to 0.0139 for the VAR model. 

 

 
Fig. 6. Training loss and prediction performance of LSTM for farm gate price for 2.0 kg flounder 

class: (a) Training loss by epoch (b) Comparison of actual farm gate price and predicted prices for 2.0 
kg flounder by VAR and LSTM 

4.2.3 Net Profit Prediction 
To predict net profit using the aforementioned prediction models, the profitability of land-
based Korean flounder farming was assessed under the optimal condition of having water 
surface areas of 6,611.57 𝑚𝑚2 in fish farms with average water temperature of 20℃, utilizing 
cost statistics per kg of production as shown in Table 5. It is assumed that in September 2023, 
30,000 juvenile fish weighing 4 g each were stocked. The cost per juvenile fish for stock 
seeding is 350 KWN, the unit production is 6,835.37 KWN (KWON: Korean currency unit) 
[27, 33]. 
 

Table 5. Parameter specification for net profit prediction 
Water surface area of 

farm  
[unit: 𝒎𝒎𝟐𝟐] 

𝐴𝐴 = 6,611.57 

Water temperature 
[unit: ℃] 𝑇𝑇 = 20 

Number of stock seeding 
[unit: 𝒒𝒒𝒒𝒒𝒒𝒒] 𝑁𝑁𝑆𝑆 = 30,000 

Cost of stock seeding  
[unit: (𝑲𝑲𝑲𝑲𝑲𝑲

# 𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇
)] 𝐶𝐶𝑠𝑠 = 350 

Unit production cost  
[unit: (𝑲𝑲𝑲𝑲𝑲𝑲

𝒌𝒌𝒌𝒌
)] 𝑐𝑐(𝐴𝐴,𝑁𝑁𝑆𝑆) = 6,835.37 

 
Based on the weight growth and farm-gate price prediction models, along with farming 

cost statistics, the estimated net profit is depicted in Fig. 7, where the corresponding figure 
focuses on the range of farming weights up to 2kg. Examining the first row in Fig. 7, the total 
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weight (kg) of flounder cultivated over time (months) shows a monotonic increase. Excluding 
the weight class corresponding to 2.0 kg, the total weight of each weight class increases, 
reaches a peak, and then decreases over time. This pattern illustrates that as the weight of the 
cultured individuals increases, the proportion of weight classes accordingly changes. 

 

 
 

Fig. 7. Net profit inferences from predicted weight of fish, farm gate prices, and farming costs 
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The second row represents the shipment value (KWN) of flounder over the aquacultivation 
period (months). As the farming time progresses, the total shipment value increases in 
proportion to the distribution of total weight at each weight class, except for the case of weights 
below 0.25 kg in second column in second row of Fig. 7. This is because we follow the fifth 
assumption of section 4.1, which assumes that small fish below 0.25 kg have no marketable 
value so that the corresponding value remains at zero. However, the shipment values for the 
remaining weight classes show a pattern similar to the estimated weights per weight class. 

The third row illustrates the farming costs (KWN) over time (months). With time, the total 
farming cost shows an increasing trend, with costs by weight class exhibiting a pattern similar 
to the estimated weights per weight class. 

The fourth row presents estimates for net profit (KWN) over the aquacultivation period 
(months). Overall, due to the interplay of growth, farm-gate prices, farming costs, and survival 
rates, the break-even point for net profit is represented at 8 months of cultivation. After this, 
the net profit gradually increases with a slower rate observed at 14 and 15 months and the 
maximum net profit during the 18-month cultivation period appears at 17 months. However, 
net profits by weight classes vary according to the weight of flounder, farm-gate prices, and 
farming costs. For example, as shown in the second column of fifth row in Fig. 7, the weight 
class below 0. 25 kg is difficult to trade in the market, resulting in a net loss where total net 
profit is negative due to increasing costs during the aquacultivation period. Additionally, as 
shown in the third column of fifth row in Fig. 7, the weight class of 0.5 kg also incurs a net 
loss, because the farming costs are relatively high compared to the farm-gate price. However, 
the net profit gradually increases in other weight classes above 0.5 kg. 

5. Conclusion 
In this paper, we designed a prediction system to assist the shipment decisions for fish farmers. 
The prediction system consists of a growth prediction model, a farm-gate price prediction 
model, a cost statistics table, and a net profit estimation algorithm. The GPR model was used 
for weight growth prediction based on the analysis that the characteristics of the weight data 
are Gaussian probability processes, and the LSTM model was used in consideration of the 
simple time series characteristics of the farm-gate price data. In the case of the GPR model, it 
is possible to cope with a data missing problem of the weight data collected from the fish farm 
in the time and temperature domains. Also, to solve the problem that the data acquired from 
the fish farms was aperiodic and small in amount, a data augmentation method based on the 
Gaussian model was used. After explaining the function of each prediction model, an 
estimation method for net profit using weight, price, and cost was proposed. The performance 
was analyzed by applying the proposed system to the Korean flounder data. Farmers can 
determine the timing of shipments of cultured fish so that they can improve their profit by 
referring to the net profit prediction. 
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