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[Abstract]

Recently, the Machine Learning based Artificial Intelligence has introduced in aviation field. In most cases, safety assurance of
aviation software is achieved by applying RTCA DO-178C or DO-278A or similar standards. These standards were developed for
and are well-suited to software that has inherent deterministic properties and explainability. Considering the characteristics of Al
software based on ML, it is not feasible to assure the integrity of those new aviation systems using traditional software assurance
standards mentioned above. In this paper, we research the certification framework that is newly suggested by EASA to deal with
the aviation system including ML Al functions, and discuss what should the Korean authority and related industries prepare to

cope with this issue.
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2020

2021
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First usable guidance

2022
2023
2024
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First approvals of Lavat 1 Aimt (B0

2026

. 2025
Guidance for Level 3 Al
(advanced automation)
- 2026

Finalized guidance

2027 for Level 1 and 2 AlI/ML

2028
Finalized guidance
f eeeee 13 Al/ML
2029
Adapt to further innovation
in Al
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Phase III:
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. CAT SPO or aut. ed CDR

2040
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Fig. 4. EASA Al roadmap time table.
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Table 1. Al level in EASA Al guidance.
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Description

Authority of the
Human

Level 1A

Human Augmentation

Full

Level 1B

Human Assistance

Full

Level 2A

Human-AlI Cooperation

Full

Level 2B

Human-AI Collaboration

Partial

Level 3A

Automation

Supervised Advanced

Upon alerting

Level 3B

Autonomous Al

Not applicable
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Assurance Level
AL3 AL4 ALS
DALC - DALD
SWAL2 SWAL3 SWAL4

DALB

Al assurance

DA-01: The applicant should describe the proposed
learning assurance process, taking into account each of
the steps described in Sections €.3.1.2t0 €.3.1.12, as well
as the interface and compatibility with development
assurance processes.

o

DA-02: ts should be p:

capture ol the following minimur requirements:

— safety requirements allocated to the AI/ML
constituent;

— information security requirements allocated to the
Al/ML constituent;

— functional requirements allocated to the Al/ML
constituent;

— operational requirements allocated to the Al/ML
constituent, including ODD and Al/ML constituent
performance monitoring, detection of QoD Input
data and data-recording requirements;

—  non-functional requirements allocated to the Al/ML
constituent (e.g. performance, scalability, reliability,
resilience, etc.); and

— interface requirements.

O

O
@)

DA-03: The applicant should describe the system and
subsystem architecture, to serve as reference for related
safety (support) assessment and learning assurance
objectives.

DA-04: Each of the captured requirements should be
validated.

'DA-05: The applicant should document evidence that all
derived requirements have been provided to the
(subjsystem processes, including the safety (support)
assessment.

DA-06: The applicant should document evidence of the,
validation of the derived requirements, and of the
determination of any impact on the safety (support)
assessment and (subjsystem

DA-07: Each of the captured (sub)system requirements
allocated to the Al/ML constituent should be verified.

DM-0L: T} i f
pertaining to the Al/ML constituent ODD.

OeO0|O|®O0

OleO|O|e O

O[0jO |0 0] 0O
o000 0] 0O
O0jO |0 |0

DM-02: The applicant should capture the DQRs for all

data pertaining to the data management process,

including but not limited to:

— the data needed to support the intended use;

the ability to determine the origin of the data;

the requirements related to the annotation process;

the format, accuracy and resolution of the data;

the traceability of the data from their origin to their

final operation through the whole pipeline of

aperations;

— the mechanisms ensuring that the data will not be
corrupted while stored or processed,
the completeness and representativeness of the data
sets; and

— the level of independence between the training,
validation and test data sets.

O
O
O
O
O

DM-03: The applicant should capture the requirements
on data to be pre-processed and engineered for the
inference model in development and for the operations.

®)

©)

O

o
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Fig. 5. Objective table
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HF-01: The applicant should design the Al-based system
with the ability to build its own individual situational
awareness.

HF-02: The applicant should design the Al-based system
‘with the ability to allow the end user to ask questions and
to answer questions from the end user, in order to
reinforce the end-user individual situational awareness.
HF-03: The applicant should design the Al-based system
with the ability fo madity its individual situafinnal

HF-05: For complex situations under normal operations,
‘the applicant should design the Al-based system with the
ability to identify suboptimal strategy and propose
through argumentation an optimised solution.

Corollary objective: The applicant should design the Al-
based system with the ability to accept rejection required
by the end user on the proposal.

HF-06: For complex situations under abnormal
operations, the applicant should design the Al-based
system with the ability to identify the problem, share the
diognosisincluding the root cause, the resolution strategy
and the anticipated operational consequences.

Corollary objective: The applicant should design the Al-
based system with the abiltty to consider the arguments
shared by the end user.

HE-07: The applicant should design the Al-based system
‘with the ability to detect poor decision-making by the end
user in a time-eritical situation.

Human Factors for Al

HF-08: The applicant should design the Al-based system
with the ability to take the appropriate action outside of
a collaboration scheme, in case of detection of poor
decision-making by the end user in a time-critical
sttuation.

HF-09: The applicant should design the Al-based system
with the ability to negtiate, argue, and support its
itions.

: The applicant should design the Al-based system
with the ability to understand through the end-user
responses or his or her action that there was a
misinterpretation from the end user.

HF-12: The applicant should design the Al-based system
with the ability to notify the end user that he or she
misunderstaod the information provided through spoken
natural language.
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Fig. 6. Objective table upon Al level.
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Applicability by Al Level

The objective should be satisfied for Al level 1A, 1B, 2A and 2B.

The objective should be satisfied for Al level 1B, 2A and 28.

The objective should be satisfied for Al level 2A and 2B.

The objective should be satisfied for Al level 2B.

d8 7. 23X =20 WE Ha4 ®ol 7|E

Fig. 7. Applicability by Al level.
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Table. 2. Objectives in initial phase.

Objective Description
The applicant should classify the Al-based
CL-01 |system, based on the levels presented in Table
2, with adequate justifications.
The applicant should perform a safety (support)
SA-01 assessment for all Al-based (sub)systems,
identifying and addressing  specificities
introduced by AL/ML usage.
http://dx.doi.org/10.12673/jant.2024.28.4.466
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Objective Objective LM-09

SA-01,LM-02

Perform evaluation of

Target performance trained model

Selection of
performance metrics Objective IMP-06

Result Feedback

Perform evaluation of
inference model
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Fig. 8. Objectives for performance measurement.
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