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THE TILTED CARATHÉODORY FUNCTION CLASS AND

ITS PRACTICAL APPLICATIONS

Nak Eun Cho∗, Inhwa Kim, and Young Jae Sim

Abstract. In this paper, by using a technique of the first-order differ-

ential subordination, we find several sufficient conditions for the tilted
Carathéodory function of order β and angle α (α ∈ (−π/2, π/2) and

β ∈ [0, cosα)), which maps the unit disk D into the region {w ∈ C :
Re{eiαw} > β}. Using these conditions, we also derive conditions for

an analytic function that maps D into a sector defined by {w ∈ C :

| arg(w − γ)| < (π/2)δ}, where γ ∈ [0, 1) and δ ∈ (0, 1]. The results ob-
tained here will be applied to find some conditions for spirallike functions

and strongly starlike functions in D.

1. Introduction

Let H1 be the class of functions p analytic in D and satisfy p(0) = 1. Let us
define two subfamilies Pβ(α) and Qγ(δ) of H1 by

Pβ(α) = {p ∈ H1 : Re{eiαp(z)} > β for all z ∈ D}

and

Qγ(δ) = {p ∈ H1 : | arg(p(z)− γ)| < π

2
δ for all z ∈ D},

where −π/2 < α < π/2, 0 ≤ β < cosα, 0 ≤ γ < 1 and 0 < δ ≤ 1. Functions
in Pβ(0) ≡ Qβ(1) := P(β) are called Carathéodory functions of order β, and
functions in P0(0) ≡ Q0(1) := P are called functions with positive real part
or Carathéodory functions (refer to [1, Chapter 7] and [11, Section 3.1]), and
they have an important role of studying Geometric Function Theory. For ex-
ample, see [6–9]. Also, functions in P0(α) were named by tilted Carathéodory
functions by angle α [12]. For that reason, we call Pβ(α) by the class of tilted
Carathéodory functions of order β and angle α.
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Let A denote the class of functions normalized by the condition f(0) =
f ′(0) − 1 = 0 which are analytic in the open unit disk D := {z ∈ C : |z| < 1}.
Also, let S denote the class of all functions in A which are univalent in D. For
−π/2 < α < π/2 and 0 ≤ β < cosα, a function f ∈ A is called an α-spirallike
function of order β [1, Vol. II, p. 89] (see also [4, 10]) if and only if f satisfies

(1.1) Re

{
eiα

zf ′(z)

f(z)

}
> β, z ∈ D.

And, for 0 ≤ γ < 1 and 0 < δ ≤ 1, f ∈ A is called a strongly starlike function
of order δ and type γ [2] if and only if f satisfies

(1.2)

∣∣∣∣arg(zf ′(z)

f(z)
− γ

)∣∣∣∣ < π

2
δ, z ∈ D.

We denote by S∗
β(α) and SS∗

γ(δ) the classes of functions satisfying the con-

dition (1.1) and (1.2), respectively. In particular, functions in S∗
0 (α) and

S∗
β(0) ≡ SS∗

β(1) are called α-spirallike and starlike of order β, respectively.

Also, by strongly starlike functions of order δ we call functions in SS∗
0(δ). Es-

pecially, we have S∗
0 (0) ≡ SS∗

0(1) ≡ S∗, where S∗ is the well-known class of
starlike univalent functions. We note that all functions in S∗

β(α) or SS
∗
γ(δ) are

univalent. Moreover, it holds that

S∗
β(α) ⊂ S∗

0 (α) ⊂ S,

SS∗
γ(1) ≡ S∗

γ(0) ⊂ S∗ ⊂ S
and

SS∗
γ(δ) ⊂ SS∗

0(δ) ⊂ S∗ ⊂ S.
We note that, by setting Jf (z) := zf ′(z)/f(z), we have the following equiv-

alence
f ∈ S∗

β(α) ⇐⇒ Jf ∈ Pβ(α)

and
f ∈ SS∗

γ(δ) ⇐⇒ Jf ∈ Qγ(δ).

We also note that

(1.3) Pβ(α) ∩ Pβ(−α) ⊂ Qβ

(
1− 2

π
α

)
.

So it holds that

S∗
β(α) ∩ S∗

β(−α) ⊂ SS∗
β

(
1− 2

π
α

)
.

In Section 2, we will find some sufficient conditions for p ∈ H1 to satisfy
p ∈ Pβ(α) or p ∈ Qγ(δ). We consider a region of functional (1−κ)p(z)+κp2(z)+
κλzp′(z) for p to be in the class Pβ(α). Also, for p ∈ H1 satisfying ηzp′(z) +
P (z)p(z) = 1, we will obtain some conditions for P (z) to p ∈ Pβ(α). Then,
as direct consequences of these results, new criteria for α-spirallike functions
of order β or strongly starlike functions of order δ and type γ will be listed in
Section 3.
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For analytic functions f and g, we say that f is subordinate to g, denoted
by f ≺ g, if there is an analytic function ω : D → D with |ω(z)| ≤ |z| such that
f(z) = g(ω(z)). Further, if g is univalent, then the definition of subordination
f ≺ g simplifies to the conditions f(0) = g(0) and f(D) ⊆ g(D) (see [5, p. 36]).

Let D = {z ∈ C : |z| ≤ 1} and ∂D = {z ∈ C : |z| = 1} be the closure and
boundary of D, respectively. We denote by R the class of functions q that are
analytic and injective on D \ E(q), where

E(q) =

{
ζ : ζ ∈ ∂D and lim

z→ζ
q(z) = ∞

}
,

and are such that

q′(ζ) ̸= 0 (ζ ∈ ∂D \ E(q)).

Furthermore, let the subclass of R for which q(0) = a be denote by R(a). We
recall that the following lemma which will be used for our results.

Lemma 1.1 ([3, p. 24]). Let q ∈ R(a) and let

p(z) = a+ anz
n + · · · (n ≥ 1)

be an analytic function in D with p(0) = a. If p is not subordinate to q, then
there exist points z0 ∈ D and ζ0 ∈ ∂D \ E(q) for which

(i) p(z0) = q(ζ0);
(ii) z0p

′(z0) = mζ0q
′(ζ0) (m ≥ n ≥ 1).

2. Main results

Theorem 2.1. Let κ, α, β and λ be real numbers such that κ > 0, −π/2 <
α < π/2, 0 ≤ β < cosα, λ > 0 and

(2.1) λ >
−2(cosα− β) cos 2α

cosα
.

If an analytic function p with p(0) = 1 satisfies

(2.2) Re{(1− κ)p(z) + κp2(z) + κλzp′(z)} > Λ(κ, α, β, λ), z ∈ D,

where

Λ(κ, α, β, λ)

= β(1− κ) cosα+ κβ2 cos2 α+
κλ cosα(2β cosα− 1− β2)

2(cosα− β)

+
sin2 α[(cosα− β)(1− κ) + κ cosα(4β(cosα− β) + λ)]2

2κ(cosα− β)[2(cosα− β) cos 2α+ λ cosα]
,

(2.3)

and Λ(κ, α, β, λ) < 1, then p ∈ Pβ(α). Furthermore, if 0 ≤ α < π/2, then
p ∈ Qβ(1− (2/π)α).
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Proof. Let us define two functions q and h : D → C by

(2.4) q(z) = eiαp(z)

and

(2.5) h(z) =
eiα + (e−iα − 2β)z

1− z
.

Then, the functions q and h are analytic in D with

q(0) = h(0) = eiα ∈ C and h(D) = {w ∈ C : Re {w} > β} .
Now, suppose that q is not subordinate to h. Then by Lemma 1.1, there exist
points z0 ∈ D and ζ0 ∈ ∂D \ {1} such that

(2.6) q(z0) = h(ζ0) = β + iρ (ρ ∈ R).
Furthermore, by a logarithmic differentiation of (2.5), we have

h′(z)

h(z)
=

e−iα − 2β

eiα + (e−iα − 2β)z
+

1

1− z

and

zh′(z) = zh(z)

[
e−iα − 2β

eiα + (e−iα − 2β)z
+

1

1− z

]
= [e−iα − 2β + h(z)] · z

1− z
.

(2.7)

From h(ζ0) = β + iρ, we have

(2.8) ζ0 =
β + iρ− eiα

e−iα − β + iρ
and

ζ0
1− ζ0

=
β + iρ− eiα

2(cosα− β)
.

By taking (2.8) into account of (2.7), we get

ζ0h
′(ζ0) = [e−iα − 2β + h(ζ0)] ·

ζ0
1− ζ0

=
(β + iρ− eiα)(e−iα − β + iρ)

2(cosα− β)

=
−ρ2 + 2ρ sinα+ 2β cosα− 1− β2

2(cosα− β)
=: σ.

(2.9)

Thus, by Lemma 1.1, we get

(2.10) z0q
′(z0) = mζ0h

′(ζ0) = mσ (m ≥ 1),

where σ is given in (2.9).
Using (2.4), (2.6) and (2.10), we obtain

(1− κ)p(z0) + κp2(z0) + κλz0p
′(z0)

= (1− κ)(β cosα+ ρ sinα) + κ((β2 − ρ2) cos 2α+ 2βρ sin 2α)

+ κλmσ cosα+ i[(1− κ)(ρ cosα− β sinα)

+ κ(2βρ cos 2α− (β2 − ρ2) sin 2α)− κλmσ sinα].

(2.11)
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By taking real parts in the above and using the inequality κλmσ cosα ≤
κλσ cosα, we obtain

(2.12) Re{(1− κ)p(z0) + κp2(z0) + κλz0p
′(z0)} ≤ 1

2(cosα− β)
g(ρ),

where g(ρ) = k2ρ
2 + k1ρ+ k0 with

k2 = − κ[2(cosα− β) cos 2α+ λ cosα],

k1 = 2(cosα− β)(1− κ) sinα+ 4(cosα− β)κβ sin 2α+ 2κλ sinα cosα,

k0 = 2β(cosα− β)(1− κ) cosα+ 2κβ2(cosα− β) cos 2α

+ κλ cosα(2β cosα− 1− β2).

Since κ > 0, from the condition (2.1), we have k2 < 0. So, the function g
is a quadratic concave function in R, and g has the unique local maximum at
ρ∗ = −k1/(2k2). Thus we have

(2.13) g(ρ) ≤ g(ρ∗) = − k21
4k2

+ k0, ρ ∈ R.

Hence, by (2.12) and (2.13), we obtain

Re{(1− κ)p(z0) + κp2(z0) + κλz0p
′(z0)} ≤ 1

2(cosα− β)
g(ρ∗) = Λ(κ, α, β, λ).

This is a contradiction to (2.2). Therefore we obtain q ≺ h in D and it follows
that the inequality Re

{
eiαp(z)

}
> β holds for all z ∈ D and p ∈ Pβ(α).

Furthermore, for 0 ≤ α < π/2, it is clear that Λ(κ, α, β, λ) = Λ(κ,−α, β, λ)
holds. So, we have p ∈ Pβ(−α), and that p ∈ Qβ(1 − (2/π)α) follows from
(1.3). □

By taking κ = 1, λ = 1 and β = 0 in Theorem 2.1, we have the following
result.

Corollary 2.2. Let α ∈ (−π/2, π/2) with 13 sin2 α < 9. If an analytic function
p with p(0) = 1 satisfies

Re
{
p2(z) + zp′(z)

}
> −1

2
+

sin2 α

2(3− 4 sin2 α)
, z ∈ D,

then Re{eiαp(z)} > 0 for all z ∈ D, and

| arg {p(z)} | < π

2
− α, z ∈ D.

Theorem 2.3. Let κ, α, β and λ be real numbers such that κ > 0, 0 < α < π/2,
0 ≤ β < cosα and λ > 0. If an analytic function p with p(0) = 1 satisfies

(2.14) Im {(1− κ)p(z) + κp2(z) + κλzp′(z)} < Λ(κ, α, β, λ),
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where

Λ(κ, α, β, λ)

= − (1− κ)β sinα− κβ2 sin 2α+
κλ sinα

2(cosα− β)
(−2β cosα+ 1 + β2)

− [(cosα− β)[(1− κ) cosα+ 2κβ cos 2α]− κλ sin2 α]2

2κ(cosα− β)[2(cosα− β) sin 2α+ λ sinα]

(2.15)

and Λ(κ, α, β, λ) > 0, then p ∈ Pβ(α).

Proof. Let us define q and h as given (2.4) and (2.5), respectively. And suppose
that q is not subordinate to h. Then we have z0 ∈ D and ζ0 ∈ ∂D\{1} satisfying
(2.6) and (2.10). Also, we get (2.11).

Using the inequality κλmσ ≤ κλσ, we obtain

Im {(1− κ)p(z0) + κp2(z0) + κλz0p
′(z0)} ≥ k2ρ

2 + k1ρ+ k0 =: g(ρ),

where

k2 = κ sinα

(
2 cosα+

λ

2(cosα− β)

)
,

k1 = (1− κ) cosα+ 2κβ cos 2α− κλ sin2 α

cosα− β
,

k0 = −(1− κ)β sinα− κβ2 sin 2α+
κλ sinα

2(cosα− β)
[−2β cosα+ 1 + β2].

Since k2 > 0, g has the unique local minimum at ρ = ρ∗ := −k1/(2k2). Thus
we have

g(ρ) ≥ g(ρ∗) = k0 −
k21
4k2

= Λ(κ, α, β, λ)

for all ρ ∈ R. Hence we obtain

Im {(1− κ)p(z0) + κp2(z0) + κλz0p
′(z0)} ≥ Λ(κ, α, β, λ),

which is a contradiction to (2.14). Therefore we obtain q ≺ h in D and it follows
that the inequality Re

{
eiαp(z)

}
> β holds for all z ∈ D and p ∈ Pβ(α). □

By taking κ = 1, λ = 1 and β = 0 in Theorem 2.3, we have the following
result.

Corollary 2.4. Let 0 < α < π/2. If an analytic function p with p(0) = 1
satisfies

Im {p2(z) + zp′(z)} <
5 cosα sinα

2 + 8 cos2 α
, z ∈ D,

then p ∈ P0(α).

Theorem 2.5. Let κ, α, β and λ be real numbers such that κ > 0, −π/2 <
α < 0, 0 ≤ β < cosα and λ > 0. If an analytic function p with p(0) = 1
satisfies

Im {(1− κ)p(z) + κp2(z) + κλzp′(z)} > Λ(κ, α, β, λ),
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where Λ(κ, α, β, λ) is given by (2.15) and Λ(κ, α, β, λ) < 0, then p ∈ Pβ(α).

By taking κ = 1, λ = 1 and β = 0 in Theorem 2.5, we have the following
result.

Corollary 2.6. Let −π/2 < α < 0. If an analytic function p with p(0) = 1
satisfies

Im {p2(z) + zp′(z)} >
5 cosα sinα

2 + 8 cos2 α
, z ∈ D,

then p ∈ P0(α).

Also, combining Corollaries 2.4 and 2.6 leads to the following result.

Corollary 2.7. Let 0 < α < π/2. If an analytic function p with p(0) = 1
satisfies

|Im {p2(z) + zp′(z)}| < 5 cosα sinα

2 + 8 cos2 α
, z ∈ D,

then p ∈ Q0(1− (2/π)α).

Now we consider a differential equation of p defined by

(2.16) ηzp′(z) + P (z)p(z) = 1

for some P : D → C. In what follows, we find some sufficient conditions for
p ∈ H1 satisfying (2.16) to belong to Pβ(α) or Qγ(δ).

Theorem 2.8. Let α, β and η be real numbers such that −π/2 < α < π/2,
0 ≤ β < cosα and η > 0. Let

(2.17) ∆ = ∆(α, β, η) := min
ρ∈R

η2ρ4 + a3ρ
3 + a2ρ

2 + a1ρ+ a0
β2 + ρ2

,

where

a0 = 4(cosα− β)2 + η(2β cosα− 1− β2)[−4 cosα(cosα− β)

+ η(2β cosα− 1− β2)],

a1 = 4η sinα[−2 cosα(cosα− β) + η(2β cosα− 1− β2)],

a2 = 4η cosα(cosα− β) + 2η2(2 sin2 α− 2β cosα+ 1 + β2),

a3 = − 4η2 sinα.

(2.18)

Assume that
√
∆ > 2(cosα− β), and let P : D → C with

|P (z)| <
√
∆

2(cosα− β)
=: ∆̃, z ∈ D.

If p is analytic in D, p(0) = 1 and p satisfies (2.16), then Re{eiαp(z)} > β for
all z ∈ D. Furthermore, if 0 ≤ α < π/2, then p ∈ Qβ(1− (2/π)α).
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Proof. Let us define q and h as given (2.4) and (2.5), respectively. And suppose
that q is not subordinate to h. Then we have z0 ∈ D and ζ0 ∈ ∂D\{1} satisfying
(2.6) and (2.10).

By (2.16), we get

(2.19) P (z0) =
eiα − ηz0q

′(z0)

q(z0)
=

eiα − ηmσ

β + iρ
.

Moreover, since m ≥ 1 and σ < 0, by (2.9), we have

|eiα − ηmσ|2

= (cosα− ηmσ)2 + sin2 α

≥ (cosα− ησ)2 + sin2 α

= 1− 2ησ cosα+ η2σ2

=
η2ρ4 + a3ρ

3 + a2ρ
2 + a1ρ+ a0

4(cosα− β)2
,

(2.20)

where ai, i ∈ {0, 1, 2, 3} are given by (2.18). Hence, combining (2.19) and
(2.20) yields

|P (z0)|2 =
|eiα − ηmσ|2

β2 + ρ2
≥ ρ4 + a3ρ

3 + a2ρ
2 + a1ρ+ a0

4(cosα− β)2(β2 + ρ2)
.

Thus we get

|P (z0)|2 ≥ ∆

4(cosα− β)2
,

which contradicts the assumption of Theorem 2.8. Therefore we obtain q ≺ h
in D and Re

{
eiαp(z)

}
> β for z ∈ D.

Furthermore, let 0 ≤ α < π/2. Then it is easy to see that

∆(−α, β, η) = min
ρ∈R

η2ρ4 − a3ρ
3 + a2ρ

2 − a1ρ+ a0
β2 + ρ2

= min
ρ̃∈R

η2ρ̃4 + a3ρ̃
3 + a2ρ̃

2 + a1ρ̃+ a0
β2 + ρ̃2

= ∆(α, β, η),

where ρ̃ = −ρ ∈ R. So, it follows that p ∈ Pβ(−α) and p ∈ Qβ(1− (2/π)α) by
(1.3). □

By putting α = β = 0 in Theorem 2.8, we have the following result.

Corollary 2.9. Let η ∈ R with η > −1 +
√
2. Let P : D → C with |P (z)| <√

η2+2η. If p is analytic in D, p(0) = 1 and p satisfies (2.16), then Re{p(z)} >
0 for all z ∈ D.

We give tables which give the approximate values of ∆̃ in Theorem 2.8 for
the following cases:

(a) α = 0, η = 1 and β = j/10 (j = 1, 2, . . . , 9),
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(b) α = 0, β = 1/2 and η = 1, 2, . . . , 10,
(c) β = 1/2, η = 1 and α = j/10 (j = 0, 1, 2, . . . , 10).

Table 1. The approximate values of ∆̃ in the case (a)

β ∆̃ β ∆̃
0 1.73205 0.5 2
0.1 1.79161 0.6 1.93649
0.2 1.85405 0.7 1.64286
0.3 1.91663 0.8 1.375
0.4 1.97203 0.9 1.16667

Table 2. The approximate values of ∆̃ in the case (b)

η ∆̃ η ∆̃
1 2 6 5
2 2.82843 7 5.5
3 3.4641 8 6
4 4 9 6.5
5 4.5 10 7

Table 3. The approximate values of ∆̃ in the case (c)

α ∆̃ α ∆̃
0 2 0.6 1.24888
0.1 1.83753 0.7 1.16618
0.2 1.69343 0.8 1.09589
0.3 1.56427 0.9 1.04047
0.4 1.44783 1.0 1.00543
0.5 1.34286

The following result is a sufficient condition for p ∈ P0(α).

Theorem 2.10. Let α and η be real numbers such that −π/2 < α < π/2,
η > 0 and cos2 α(η cos2 α− 1) + η2(1− sinα)2 > 0. Let P : D → C with

(2.21) |P (z)| ≤
√
η cos4 α+ η2(1− sinα)2

cosα
, z ∈ D.

If p is analytic in D, p(0) = 1 and p satisfies the differential equation (2.16),
then p ∈ P0(α). Furthermore, if 0 ≤ α < π/2, then p ∈ Q0(1− (2/π)α).
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Proof. Let q(z) = eiαp(z) and

h1(z) =
eiα + e−iαz

1− z
.

Suppose that q is not subordinate to h1. By Lemma 1.1, there exist points
z0 ∈ D and ζ0 ∈ ∂D \ {1} such that

(2.22)
q(z0) = h1(ζ0) = iρ (ρ ∈ R \ {0}) and

z0q
′(z0) = mζ0h

′
1(ζ0) = mσ1 (m ≥ 1),

where

σ1 =
−ρ2 + 2ρ sinα− 1

2 cosα
.

Therefore, from (2.16) and (2.22), we have

P (z0) =
eiα − ηmσ1

iρ
.

Moreover, since m ≥ 1 and σ1 < 0, we have

|eiα − ηmσ1|2 ≥ 1− 2ησ1 cosα+ η2σ2
1 = g(ρ),

where

g(x) = 1 + η(x2 − 2x sinα+ 1) +
η2

4 cos2 α
(x2 − 2x sinα+ 1)2.

For x > 0, we have

1

x2
> 0,

x2 − 2x sinα+ 1

x2
≥ 1− sin2 α = cos2 α

and
x2 − 2x sinα+ 1

x
≥ 2(1− sinα).

Using the above inequalities, we obtain

(2.23)
g(x)

x2
>

η cos4 α+ η2(1− sinα)2

cos2 α
, x > 0.

By a similar method with the above, we also obtain

(2.24)
g(x)

x2
>

η cos4 α+ η2(1 + sinα)2

cos2 α
≥ η cos4 α+ η2(1− sinα)2

cos2 α
, x < 0.

Therefore, by (2.23) and (2.24), we get

|P (z0)|2 ≥ g(ρ)

ρ2
>

η cos4 α+ η2(1− sinα)2

cos2 α
,

which contradicts (2.21). Therefore we obtain q ≺ h1 in D and Re
{
eiαp(z)

}
> 0

for z ∈ D as we asserted.
Also, for 0 ≤ α < π/2, we have Re

{
e−iαp(z)

}
> 0. Therefore, we get

p ∈ Q0(1− (2/π)α). □

In particular, the case α = 0 in Theorem 2.10 induces the following result.
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Corollary 2.11. Let η ∈ R with η > (−1 +
√
5)/2, and let P : D → C with

|P (z)| ≤
√
η(1 + η) for z ∈ D. If p is analytic in D, p(0) = 1 and p satisfies

the differential equation (2.16), then Re{p(z)} > 0 for all z ∈ D.

By taking η = 1 and P (z) = 1 + (
√
2− 1)zn in Corollary 2.11, we have the

following result.

Corollary 2.12. Let n ∈ N. If p is analytic in D, p(0) = 1 and p satisfies the
differential equation

p(z) + [1 + (
√
2− 1)zn]zp′(z) = 1, z ∈ D,

then Re{p(z)} > 0 for z ∈ D.

Theorem 2.13. For given α, β and η be real numbers such that −π/2 < α <
π/2, 0 < β < cosα and η > 0, let

b0 = 2β cosα(cosα− β) + βη(−2β cosα+ 1 + β2),

b1 = sinα(cosα− β − βη),

b2 = βη.

Assume that Ξ1 > 2(cosα− β), where
(2.25)

Ξ1 := Ξ1(α, β, η) =

{
min{b0/β2, b2}, when α = 0 or cosα = β(1 + η),

min{g(ρ1), g(ρ2), b2}, otherwise

with

(2.26) g(x) =
b2x

2 + 2b1x+ b0
x2 + β2

and

ρi =
b2β

2 − b0 + (−1)i
√

(b2β2 − b0)2 + 4b21β
2

2b1
, i ∈ {1, 2}.

Let P : D → C with

(2.27) Re {P (z)} <
Ξ1

2(cosα− β)
, z ∈ D.

If p is analytic in D, p(0) = 1 and p satisfies the differential equation (2.16),
then p ∈ Pβ(α). Furthermore, if 0 ≤ α < π/2, then p ∈ Qβ(1− (2/π)α).

Proof. Let us define q and h as given (2.4) and (2.5), respectively. And suppose
that q is not subordinate to h. Then we have z0 ∈ D and ζ0 ∈ ∂D\{1} satisfying
(2.6) and (2.10).

By (2.16), we get

(2.28) Re{P (z0)} = Re

{
eiα − ηmσ

β + iρ

}
=

β(cosα−mησ) + ρ sinα

β2 + ρ2
,
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where σ is given by (2.9). Since m ≥ 1, σ < 0 and η > 0, (2.28) implies

Re{P (z0)} ≥ β(cosα− ησ) + ρ sinα

β2 + ρ2
=

g(ρ)

2(cosα− β)
,

where g is given by (2.26). Therefore, it is sufficient to show that g(ρ) ≥ Ξ1

for all ρ ∈ R, which leads a contraction to (2.27).
Assume that α = 0 or cosα = β(1 + η). Then we have b1 = 0. For the case

b0/β
2 = b2, we have

g(ρ) = b2 = min{b0/β2, b2} = Ξ1, ρ ∈ R.

For the case b0/β
2 ̸= b2, we note that g′(ρ) = 0 occurs only at ρ = 0. Also, we

have

(2.29) lim
ρ→∞

g(ρ) = lim
ρ→−∞

g(ρ) = b2.

Therefore, we get

g(ρ) ≥ min{b0/β2, b2} = Ξ1, ρ ∈ R,

which contradicts (2.27).
Now we assume that α ̸= 0 and cosα ̸= β(1 + η). Then we have b1 ̸= 0 and

g′(ρ) = 0 occurs when ρ = ρ1 or ρ2. Since the equalities in (2.29) hold again,
we get

g(ρ) ≥ min{g(ρ1), g(ρ2), b2} = Ξ1, ρ ∈ R,
which contradicts (2.27). Thus we have Re{eiαp(z)} > β for all z ∈ D.

For 0 ≤ α < 1, it holds that

Ξ1(−α, β, η) = min
x∈R

b2x
2 − 2b1x+ b0
x2 + β2

= min
x̃∈R

b2x̃
2 + 2b1x̃+ b0
x̃2 + β2

= Ξ1(α, β, η),

where x̃ = −x. Thus we have Re{e−iαp(z)} > β for all z ∈ D, which follows
that p ∈ Qβ(1− (2/π)α). It completes the proof of Theorem 2.13. □

Next, we give a similar result with Theorem 2.13 for the case η < 0. We
omit the proof of following result because it is so analogous to the proof of
Theorem 2.13.

Theorem 2.14. Let η ∈ R with η < 0. And let α, β, b0, b1, b2, ρ1 and ρ2
be the quantities defined as in Theorem 2.13. Assume that Ξ2 < 2(cosα − β),
where
(2.30)

Ξ2 := Ξ2(α, β, η) =

{
max{b0/β2, b2}, when α = 0 or cosα = β(1 + η),

max{g(ρ1), g(ρ2), b2}, otherwise,
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where g is defined by (2.26). Let P : D → C with

Re {P (z)} >
Ξ2

2(cosα− β)
, z ∈ D.

If p is analytic in D, p(0) = 1 and p satisfies the differential equation (2.16),
then p ∈ Pβ(α). Furthermore, if 0 ≤ α < π/2, then p ∈ Qβ(1− (2/π)α).

If we put α = 0 in Theorems 2.13 and 2.14, then we have the following
corollaries.

Corollary 2.15. Let P : D → C with Re{P (z)} < Θ1, where

Θ1=


βη

2(1−β) , when

{
0 < β ≤ 1/2 and η > 2(1− β)/β,

1/2 < β < 1 and 2(1− β)/β < η < 2(1− β)/(2β − 1),
2+η(1−β)

2β ,when 1/2 < β < 1 and η ≥ 2(1− β)/(2β − 1).

If p is analytic in D, p(0) = 1 and p satisfies the differential equation (2.16),
then Re{p(z)} > β for all z ∈ D.

Corollary 2.16. Let P : D → C with Re{P (z)} > Θ2, where

Θ2 =


βη

2(1−β) , when 1/2 < β < 1 and η ≤ 2(1− β)/(1− 2β),

2+η(1−β)
2β , when

{
0 < β ≤ 1/2 and η < −2,

1/2 < β < 2/3 and 2(1− β)/(1− 2β) ≤ η < −2.

If p is analytic in D, p(0) = 1 and p satisfies the differential equation (2.16),
then Re{p(z)} > β for all z ∈ D.

3. Sufficient conditions for spirallike and strongly starlike functions

Corollary 3.1. Let κ, α, β and λ be real numbers such that κ > 0, −π/2 <
α < π/2, 0 ≤ β < cosα, λ > 0 and

λ >
−2(cosα− β) cos 2α

cosα
.

If f ∈ A satisfies

Re

{(
zf ′(z)

f(z)

)[
1− κ+ κ(1− λ)

zf ′(z)

f(z)
+ κλ

(
1 +

zf ′′(z)

f ′(z)

)]}
> Λ(κ, α, β, λ), z ∈ D,

and Λ(κ, α, β, λ) < 1, where Λ is given by (2.3), then f ∈ S∗
β(α), or f ∈

SS∗
β(1− (2/π)α).

In particular, by putting λ = 1 and α = 0 or κ = 1 and α = 0 in Corol-
lary 3.1, we have the following corollaries.
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Corollary 3.2. If a function f ∈ A satisfies the condition

Re

{
zf ′(z)

f(z)
+ κ

z2f ′′(z)

f(z)

}
> β + κ

(
−1

2
− β

2
+ β2

)
, z ∈ D,

then f ∈ S∗
β(0).

Corollary 3.3. If a function f ∈ A satisfies the condition

Re

{
zf ′(z)

f(z)

[
(1− λ)

zf ′(z)

f(z)
+ λ

(
1 +

zf ′′(z)

f ′(z)

)]}
>

1

2
(2β2 + βλ− 1), z ∈ D,

then f ∈ S∗
β(0).

For f ∈ A, setting p(z) = zf ′(z)/f(z) in (2.16) gives a differential equation

(3.1) (η + P (z))zf(z)f ′(z) + ηz2f(z)f ′′(z)− ηz2(f ′(z))2 = (f(z))2.

So, by Theorems 2.8, 2.10, 2.13 and 2.14, we have the following results.

Corollary 3.4. Let α, β and η be real numbers such that −π/2 < α < π/2,
0 ≤ β < cosα and η > 0. Let P : D → C with

|P (z)| <
√
∆

2(cosα− β)
, z ∈ D,

where ∆ is given by (2.17). If f ∈ A satisfies (3.1), then f ∈ S∗
β(α), or

f ∈ SS∗
β(1− (2/π)α).

Corollary 3.5. Let α and η be real numbers such that −π/2 < α < π/2 and
η > 0. Let P : D → C with

|P (z)| ≤
√
η cos4 α+ η2(1− sinα)2

cosα
, z ∈ D.

If f ∈ A satisfies (3.1), then f ∈ S∗
0 (α), or f ∈ SS∗

0(1− (2/π)α).

Corollary 3.6. For given α, β and η be real numbers such that −π/2 < α <
π/2, 0 < β < cosα and η > 0. Assume that Ξ1 > 2(cosα − β), where Ξ1 is
given by (2.25). Let P : D → C with

Re {P (z)} <
Ξ1

2(cosα− β)
, z ∈ D.

If f ∈ A satisfies (3.1), then f ∈ S∗
β(α), or f ∈ SS∗

β(1− (2/π)α).

Corollary 3.7. For given α, β and η be real numbers such that −π/2 < α <
π/2, 0 < β < cosα and η > 0. Assume that Ξ2 < 2(cosα − β), where Ξ2 is
given by (2.30). Let P : D → C with

Re {P (z)} >
Ξ2

2(cosα− β)
, z ∈ D.

If f ∈ A satisfies (3.1), then f ∈ S∗
β(α), or f ∈ SS∗

β(1− (2/π)α).

We end this paper with suggesting a geometric property of an integral op-
erator defined on A.
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Corollary 3.8. Let f ∈ S and β and γ be real numbers such as β ̸= 0 and
β + γ > 0. If∣∣∣∣β zf ′(z)

f(z)
+ γ

∣∣∣∣ <
√
(β + γ) cos4 α+ (1− sinα)2

cosα
, z ∈ D,

then ∣∣∣∣arg(β zF ′(z)

F (z)
+ γ

)∣∣∣∣ < π

2
− α, z ∈ D,

where F is the integral operator defined by

(3.2) F (z) =

[
β + γ

zγ

∫ z

0

fβ(t)tγ−1

]1/β
.

Proof. Let

P (z) =
1

β + γ

(
β
zf ′(z)

f(z)
+ γ

)
and

(3.3) p(z) =
β + γ

zγfβ(z)

∫ z

0

fβ(t)tγ−1dt.

Then P and p are analytic in D with P (0) = p(0) = 1. By a simple calculation,
we have

1

β + γ
zp′(z) + P (z)p(z) = 1.

By using Theorem 2.10 with η = 1/(β + γ), we obtain that

| arg p(z)| < π

2
− α, z ∈ D.

From (3.2) and (3.3), we easily see that F (z) = f(z)[p(z)]1/β . Since

β
zF ′(z)

F (z)
+ γ =

β + γ

p(z)
,

the conclusion of Corollary 3.8 immediately follows. □
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