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Abstract 

 
As technology advances, processor speeds are increasing at a rapid pace and digital systems 
require a significant amount of data bandwidth. As a result, careful consideration of signal 
integrity is required to ensure reliable and high-speed data processing. Crosstalk has become 
a vital area of research in signal integrity for electronic packages, mainly because of the high 
level of integration. Analytic formulas were analyzed in this study to identify the features that 
can predict crosstalk in multi-conductor transmission lines. Through the analysis, five 
variables were found and obtained a dataset consisting of 302,500, data points. The study 
evaluated the performance of various regression models for optimization via automatic 
machine learning by comparing the machine learning predictions with the analytic solution. 
Extra tree regression consistently outperformed other algorithms, with coefficients of 
determination exceeding 0.9 and root mean square logarithmic errors below 0.35. The study 
also notes that different algorithms produced varied predictions for the two metrics. 
 
 
Keywords: Signal integrity, Crosstalk, Machine learning, Regression algorithm, 
Optimization. 
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1. Introduction 

The rapid development of artificial intelligence technologies, such as ChatGPT, necessitates 
digital systems with high data bandwidth [1]. Signal integrity problems, previously addressed 
mainly from a radio frequency standpoint, now pose a crucial issue for both digital and analog 
designs as technology advances and digital systems become faster. Furthermore, 
advancements in design technology, such as improved efficiency and miniaturization, are 
exacerbating the issue of crosstalk in signal integrity within semiconductor circuits, including 
integrated circuits. This problem is caused by a combination of factors, including the increase 
in clock frequency, decrease in rise/fall time, and lengthening of interconnection lines due to 
high speeds Crosstalk is more common in the latest high-bandwidth memory (HBM) 
technologies discovered in DRAM, which can result in logic errors or reduced noise margins. 
These technologies employ Through Silicon Via (TSV) instead of conventional wire bonding 
to attain speed and size advantages, as depicted in Fig. 1. Consequently, stable system 
operation necessitates the consideration of system crosstalk during the design process's 
placement and routing. 
 

 
Fig. 1. 3D-stacked DRAM architecture example. 

 
Crosstalk analysis is typically performed during the design phase using physical-based (PB) 

approaches [2, 3]. There has been extensive research into the analysis of crosstalk using 
formulas [4, 5]. However, implementing these formulas for complex real-world problems is 
not straightforward. Additionally, calculating multiple integrals for computing bent shapes is 
much faster than PB methods, but still requires a considerable time. PB techniques are 
relatively precise, they are also slow, prompting researchers to explore machine learning (ML) 
alternatives [6-13]. Researchers employed ML in [6] to analyze signal and power integrity in 
various experiments, with a significant portion of the training data obtained through HFSS. 
ML research applied to a variety of electromagnetic problems still relies on traditional PB 
methods that are sluggish, requiring significant computing resources and time for data 
acquisition. As a result, progress in this field is relatively slow 

An analytical approach was used to conduct crosstalk analysis of transmission lines with 
multiple conductors to gather data for optimizing machine learning (ML) algorithms. The 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 18, NO. 6, June 2024                                 1451 

detailed analytic solutions for these transmission lines is summarized in [4] and has been 
implemented in several studies [5, 14]. In addition to the theoretical solution for parallel 
transmission lines discussed in [4], an analytical solution for crosstalk in bent structures has 
been examined in [5]. Consequently, it is feasible to obtain crosstalk datasets for diverse 
structures using solely theoretical solutions, which can be acquired rapidly. 

In this study, a dataset was constructed by analyzing the analytical formula and extracting 
the essential parameters for learning. The outcomes were obtained through a ML and 
compared to the analytical solution using widely used regression analysis metrics. The most 
optimized ML regression algorithm for the model used in this study was determined using 
automatic machine learning (AutoML). 

2. Analytic formula of multiconductor transmission lines 
Crosstalk refers to the undesired transfer of energy resulting from the inductive/capacitive 
coupling of conductors that are closely positioned relative to their electrical length. Fig. 2 
demonstrates that crosstalk can be divided into two categories: near-end crosstalk (NEXT), 
where the induced current propagates in the opposite direction of the signal current, and far-
end crosstalk (FEXT), where the induced current propagates in the same direction. 
 

 
Fig. 2. NEXT/FEXT between parallel traces. 

 
Fig. 3 depicts the model derived from this analysis. The height of the board is represented 

by t, and its dielectric permittivity is denoted by εr. The width and length of the trace are 
indicated by w and L, respectively. The distance between the traces is denoted by s. 

 

 
Fig. 3. Crosstalk analysis model. 
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The equations for multi-conductor transmission lines in the frequency domain, presented 

in matrix form, follow: 
 

( ) ( )d z z
dz

= −V ZI
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     (1-1) 
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= −I YV
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where vectors V



 and I


 represent the line voltage and current, respectively. Additionally, Z


 
and Y



 denote the per-unit-length matrix impedance and admittance, correspondingly. In [14], 
Z


 and Y


 are derived from the per-unit-length capacitance (C) and inductance (L) matrix in 
the following. 

In [14], the per-unit-length capacitance and inductance of a printed circuit board (PCB) 
were calculated using the method of moments (MoM). First, the generalized capacitance 
matrix C is computed as follow: 
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where q represents the per-unit-length charge distribution, and ϕ represents the conductor 
potential. The subscripts in (2) denotes the number of each trace portrayed in Fig. 3. Within 
the MoM technique, the charge distribution can be represented through a linear combination 
of basis functions or the pulse expansion method, resulting in the calculation of the generalized 
capacitance matrix C from the conductor potential ϕ. The self-potential selfφ  and potential on 
another segment ϕ are expressed as: 
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where effective dielectric permittivity εr,eff is expressed as: 
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Additionally, the per-unit-length inductance matrix L indicated in (3) is dependent on the 

same parameters as per-unit-length capacitance matrix C mentioned above. 
 

1
0 0 0µ ε −=L C           (5) 

 
where 0C  is the per-unit-length capacitance matrix without the board. These values are 
utilized in the multi-conductor transmission lines equation to obtain a solution. 

Finally, the general solution for multi-conductor transmission lines equation with respect 
to line position z in (1-1) can be computed through decoupling utilizing the similarity 
transformation. The resulting expression is provided below: 
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and the characteristic impedance matrix is expressed as follow: 
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From (6), it is evident that the analytic expression of crosstalk is determined by the five 
variables illustrated in Fig. 3. In order to examine crosstalk using machine learning, the dataset 
is organized as outlined in Table 1. 

 
Table 1. Dataset for analyzing crosstalk 

Parameters Min. Max. Step 
Frequency [MHz] 100 1000 100 

t [mm] 0.5 1.5 0.1 
εr 4 5 0.1 

w [mm] 0.1 0.5 0.1 
s [mm] 0.1 0.5 0.1 
L [m] 0.1 1 0.1 

 
Of the 302,500 data points, 70% were utilized for training and 30% for evaluating the model. 

3. Open-source, low-code machine learning library 
There are many studies on crosstalk analysis, including recurrent neural networks [15], 

convolutional neural networks [16], and spatio-temporal convolutional neural networks [17], 
but among them, studies using artificial neural network (ANN) and deep neural network (DNN) 
are dominant [3]. Since ANNs are faster than DNNs and have an advantage when feature 
selection is accurate, this study analyzes crosstalk using ANNs. 

ANN is a basic type of neural network that stores and learns information as weights, akin 
to the human brain. Fig. 4 depicts the behavior of a neuron in the brain, modified to portray a 
formula. ANNs have a multi-layer architecture where the output is fed back into another 
neuron through an activation function. 

 

 
Fig. 4. Activation function on node. 

 
Fig. 5 illustrates an ANN structure with two input layers, one hidden layer, and an output 

layer. Of all the training classifications for ANNs, supervised learning is the most frequently 
utilized method for design purposes. This technique involves training an ANN using a dataset 
that includes correct answers and can be broadly categorized into regression and classification 
tasks. Regression pertains to forecasting values based on features found in the given data. 
Regression analysis using supervised learning is a commonly utilized method in signal 
integrity research. 
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Fig. 5. ANN architecture. 

 
The prediction of ANNs is influenced by data preprocessing, feature selection, and the 

training algorithm used. Popular regression analysis algorithms in this field include Linear 
Regression, Ridge, and Lasso, with ongoing research efforts dedicated to their effectiveness. 
In the case of replacing PB methods with ML, the difference in results depending on the 
training algorithm has been studied in the field of wireless power transmission [18, 19]. 
However, in signal integrity studies, the number of algorithms used is not many, or it is 
difficult to identify which algorithm was used. 

In this study, AutoML was utilized to efficiently assess the accuracy of numerous machine 
learning algorithms. Traditional ML approaches entail significant difficulties in constructing 
ML models, which involve intricate and repetitive tasks, such as data preprocessing, model 
selection, and hyperparameter tuning. AutoML streamlines these processes by automating 
them as much as possible, thereby boosting efficiency at each stage of ML and deep learning 
(DL), as illustrated in Fig. 6. 

Among the many AutoML libraries, PyCaret was utilized, a Python-based low-code library 
for ML. PyCaret is currently open source and serves as a wrapper for other notable open source 
libraries including XGBoost, spaCy, and scikit-learn. The library offers detailed features such 
as ensembles and parameter tuning, making it effortless to obtain multiple results by simply 
preparing a dataset. PyCaret has been extensively researched in various ML fields [20-22], 
although signal integrity research has not yet reported its use. In this study, different 
performance evaluation outcomes were computed using PyCaret and picked an algorithm 
customized for crosstalk analysis of the model presented in Fig. 3. 
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Fig. 6. Comparison of concept maps for ML, DL, and AutoML. 

4. Results and Discussion 
The study assessed prediction accuracy and algorithm performance for NEXT and FEXT 

through the use of root-mean-square log error (RMSLE) and coefficient of determination (R2) 
metrics. In regression analysis, the RMSLE is a reliable measure for outlier detection due to 
its logarithmic scale and emphasis on relative error. Also, R2 established the correlation degree 
between the regression line and data points, often utilized for comparative purposes of relative 
performance. 
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where N represents the number of data samples, TD represents the data intended for 
prediction, and PD represents the predicted data. The RMSLE and R2 evaluation results for all 
19 regression algorithms are presented in Fig. 7 and Fig. 8, respectively, including AdaBoost 
Regressor (ada), Bayesian Ridge (br), Decision Tree Regressor (dt), Dummy Regressor 
(dummy), Elastic Net (en), Extra Trees Regressor (et), Extreme Gradient Boosting (xgboost), 
Gradient Boosting Regressor (gbr), Huber Regressor (huber), K Neighbors Regressor (knn), 
Lasso Least Angle Regression (llar), Lasso Regression (lasso), Least Angle Regression (lar), 
Light Gradient Boosting Machine (lightgbm), Linear Regression (lr), Orthogonal Matching 
Pursuit (omp), Passive Aggressive Regressor (par), Random Forest Regressor (rf), and Ridge 
Regression (ridge). 

The model's performance is better when RMSLE is closer to 0 and R2 approaches 1. Of all 
machine learning models, et and rf exhibited superior results on metric (9) among various 
regression algorithms. The evaluation using et yielded slightly better outcomes, thus the 
models were assessed using non-training data. The evaluation results are shown in Table 2. 

 
Table 2. Model evaluation result using et 

Crosstalk RMSLE R2 
Magnitude (NEXT) 0.0068 0.9770 

Angle (NEXT) 0.2672 0.9041 
Magnitude (FEXT) 0.0048 0.9824 

Angle (FEXT) 0.3135 0.9222 
 
The par model does not accurately reflect the trend line in the data, as evidenced by its negative 
value in the R2 evaluation results. Because the optimal algorithm may be incorrect and may 
vary depending on the analysis environment, it is important to identify the optimal algorithm 
in advance. 

 

(a) 
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(b) 

Fig. 7. Comparison results for NEXT: (a) RMSLE and (b) R2. 

 

 

(a) 
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(b) 

Fig. 8. Comparison results for FEXT: (a) RMSLE and (b) R2. 

To assess the impact of the variables listed in Table 1 on the results, the feature importance 
was calculated and shown in Fig. 9. The model used in this study was calculated to be slightly 
more influenced by frequency than other variables. However, the importance of other variables 
was also significant, confirming that they are necessary factors for learning. 

 

 
Fig. 9. Feature importance. 
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5. Conclusion 
Relevant parameters were identified through analysis of pre-existing analytic formulas. A 
dataset was efficiently generated by utilizing an analytic approach. PyCaret, a powerful 
machine learning library in Python, was employed to predict crosstalk using this dataset. The 
results from various learning algorithms were evaluated using commonly-used metrics such 
as RMSLE and R2 in regression analysis. The evaluation revealed significant variation in 
prediction performance among the different algorithms. The feature importance of the 
variables for the printed circuit board model used in this study was calculated, and the optimal 
algorithm was determined.  For future studies aimed at facilitating their application to real-
world issues, this research will be expanded to complex models with bent structures, utilizing 
the algorithms identified as the most effective in this investigation. 
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