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[Abstract] 

In this paper, we present EDF (Event Data Factory), an interactive tool designed to assist event log 

generation for process mining. EDF integrates various data connectors to improve its capability to assist 

users in connecting to diverse data sources. Our tool employs low-code/no-code technology, along with 

graph-based visualization, to help non-expert users understand process flow and enhance the user 

experience. By utilizing metadata information, EDF allows users to efficiently generate an event log 

containing case, activity, and timestamp attributes. Through log quality metrics, our tool enables users to 

assess the generated event log quality. We implement EDF under a cloud-based architecture and run a 

performance evaluation. Our case study and results demonstrate the usability and applicability of EDF. 

Finally, an observational study confirms that EDF is easy to use and beneficial, expanding small and 

medium-sized enterprises’ (SMEs) access to process mining applications. 
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[요   약]

본 논문에서는 프로세스 마이닝을 위한 이벤트 로그 생성을 지원하도록 설계된 대화형 도구인 

EDF(Event Data Factory)를 소개한다. EDF는 다양한 데이터 커넥터를 통합하여 사용자가 다양한 

데이터 소스에 연결할 수 있도록 지원한다. 이 도구는 그래프 기반 시각화와 함께 로우 코드/노 

코드 기술을 사용하여 비전문가 사용자가 프로세스 흐름을 이해하도록 돕고, 사용자 경험을 향상

시킨다. EDF는 메타데이터 정보를 활용하여 사용자가 case, activity 및 timestamp 속성을 포함하는 

이벤트 로그를 효율적으로 생성할 수 있도록 한다. 로그 품질 메트릭을 통해 사용자는 생성된 이

벤트 로그의 품질을 평가할 수 있다. 우리는 클라우드 기반 아키텍처에서 EDF를 구현하고 성능 

평가를 실행했으며, 본 연구와 결과는 EDF의 사용성과 적용 가능성을 보여주었다. 마지막으로 관

찰 연구를 통해 EDF가 사용하기 쉽고 유용하여 프로세스 마이닝 애플리케이션에 대한 중소기업

(SME)의 접근을 확장한다는 사실을 확인했다.

▸주제어: 이벤트 로그, 로그 생성, 프로세스 마이닝, 클라우드 컴퓨팅, 분산 컴퓨팅
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I. Introduction

In the rapid disruption of the business landscape, 

organizations must transform to remain 

competitive. Digital transformation (DT) drives 

organizations to consistently optimize operations, 

improve efficiency, and reduce costs. Through DT 

initiatives, organizations can drive business 

transformation and enhance their capabilities. A 

critical aspect of successful DT implementation 

within organizations lies in business processes 

understanding to realize value from digital 

initiatives and investments. Process mining (PM) is 

a technique that utilizes transactional data on 

running processes to visualize and analyze 

business processes. In this regard, PM offers a 

potent capability to facilitate organizations 

transform their business processes through 

data-driven insight and can pave the way to 

accelerate DT within the organization. 

The utilization of PM has proven to be 

advantageous for several major corporations like 

Airbus, BMW, Uber, Bosch, and SAP, as it helps to 

enhance their business processes [1], [2]. The 

successful integration of PM in large enterprises 

has motivated small and medium-sized enterprises 

(SMEs) to make efforts to extract data from their 

information systems and apply process analysis 

using PM [3]. However, applying PM in SMEs poses 

several issues, such as limited resources, 

immaturity of process, inadequate documentation, 

scarcity of resources, and poor management [4], 

[5]. Consequently, the stage of implementing PM in 

SMEs is becoming more difficult, and overcoming 

these issues is essential for unleashing the 

potential of PM across various businesses.

From a technical perspective, PM employs 

algorithms and advanced analytics to extract 

insights from event logs and other process data. It 

typically consists of multiple steps, including data 

extraction, data cleaning, process discovery, 

conformance checking, and process enhancement 

[4]. The core aspect of PM is acquiring data from 

diverse data sources, cleaning it, and transforming 

it into a meaningful event log, which is carried out 

during data extraction and data cleaning steps. 

Several research studies [6–8] have pointed out 

that generating an event log is the most 

challenging aspect of PM and is often viewed as 

complex, laborious, and time-consuming work. 

Thus, it is crucial and far from a trivial step [9]. 

When it comes to SMEs, the adoption of PM in 

SMEs faces several issues, as previously mentioned. 

Among those issues, limited resources, particularly 

the absence of data experts, may become a 

primary issue and lead SMEs to rely on external 

services for PM implementation. That condition 

leads to an inevitable rise in both development 

costs and time. To address those issues, we 

propose the development of an automated tool to 

enable PM in SMEs. Our objectives are twofold: 

first, we aim to assist organizations in the data 

preparation process by offering an automated tool 

as an alternative technology, even if data experts 

are not available, while maintaining the quality of 

the results. Second, we aim to reduce processing 

time by automating manual and repetitive tasks 

typically performed by individuals. 

Lately, a wide range of commercial PM tools 

have been established and are available on the 

market, such as Fluxicon, Celonis, Apromore, 

UIPath, and many others [9]. Based on our 

research, out of these tools, only three offer users 

the capability to extract and generate an event log. 

These tools are Celonis, Apromore, and UIPath. 

However, it is important to note that these products 

provide limited features when it comes to 

generating an event log, specifically from SAP. This 

means that they may be suitable for organizations 

that rely on SAP for their system, but they may not 

be suitable for organizations that utilize a variety of 

systems beyond SAP, such as local ERP, 

spreadsheets, databases, or documents. Therefore, 

the design of a tool that can generate an event log 

from various data sources could offer advantages 

in terms of flexibility and productivity gains for 
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organizations.

This work describes the development of the 

Event Data Factory (EDF). EDF is an easy-to-use 

tool for the integrated generation of PM event logs. 

The specific contributions of this work are as 

follows: 

� We introduce EDF, an interactive and easy-to-use 

tool for PM event log generation that leverages 

low-code/no-code technology. This permits the 

generation of event logs without the need for hard 

coding.

� We present a metadata analysis-based method for 

automatically discovering event log attributes, 

namely case, activity, and timestamp, and 

assessing the quality of the resulting event logs. 

� We perform a use case using real-world data to 

demonstrate the usability of the tool.

The rest of the paper is structured as follows: 

Section 2 discusses related works. Section 3 explains 

the detailed system architecture. Section 4 contains 

our implementation results. Section 5 concludes the 

paper with some future work directions.

II. Related Works

2.1 Process mining overview

The core principles of process mining include 

process discovery, conformance, and enhancement 

[10]. PM begins with an event log, which is essential 

for gaining insights into a process. Central to PM 

are the notions of case and trace in such event 

logs, where a case is the set of events in a single 

process instance and a trace is a sequence of the 

events in a case, respectively [11]. Hence, to 

perform PM analysis, an event log with minimal 

data such as case, activity, and timestamps is 

required. Additionally, an event log may also 

include attributes like resources and cost [12], [13], 

which show information about the business unit 

and cost associated with the process execution.

The topic related to event log generation has been 

widely discussed due to its complexity. The data for 

PM can be stored in various sources. Depending on 

the information systems, these data might have 

different characteristics and formats. Some research 

has proposed techniques for generating event logs 

from various data sources, like redo logs [14] or 

relational databases [15–17]. In addition to the data 

extraction, event labeling is an important aspect, as 

it involves finding mandatory attributes from the 

event log as minimum requirements, such as case, 

activity, and timestamp [6], [18], [19]. 

2.2 PM Tool and Low-code/no-code technology

The importance of low-code/no-code (LCNC) 

development for PM arises from the end-to-end 

involvement of business users and domain experts 

throughout the development of applications [20]. 

With LCNC technology, PM could be more efficient 

and accurate, and it could help reduce time spent 

on unnecessary manual tasks. The LCNC 

technology promises the opportunity of making PM 

more accessible to a broader range of people, 

enabling users with limited technical expertise to 

perform PM effectively, and thus increasing trust in 

PM results [21]. Consequently, it is no wonder that 

many PM vendors are trying to apply LCNC 

technology to their products, such as Celonis, 

Apromore, and UIPath [9]. 

Plenty of commercial tools are already available 

for users. Specifically, Celonis, Apromore, and 

UIPath offer a generic feature for generating an 

event log. However, most of the event logs are 

generated exclusively from the SAP system, limiting 

the range of data sources available for process 

exploration and selection. To the best of our 

knowledge, EDF is the first integrated and universal 

tool that facilitates automatic event log generation 

without having to write any code. It supports 

various data connectors that allow users to develop 

data pipelines from diverse data sources in a 

user-friendly manner. Moreover, the data flow is 

visualized in a graph that helps non-domain expert 

users have a better understanding of the process.
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III. Architecture

3.1 Architecture

This section describes the architecture of the 

EDF tool. EDF is a tool designed for event log 

creation for PM analysis. It takes databases and/or 

files as input, transforms the data, extracts event 

log attributes, and finally generates an event log. 

The EDF tool is built on a cloud infrastructure, 

offering greater scalability and flexibility compared 

to the on-premises infrastructure. The salient 

features of EDF are:

� design for automatic data pipelines and easy setup 

through an intuitive user interface;

� support various data connectors to connect and 

extract data from many source systems; and

� metadata analysis-based method to automatically 

discover event attributes, reducing processing 

time. 

The architecture of the EDF tool is shown in Fig. 

1. EDF offers advantages due to its architecture, which 

consists of six functional layers: input, presentation, 

orchestration, analytical, infrastructure, and output. 

The input layer (1) manages and stores the data, making 

it available for application. The presentation layer (2)

serves as the user interface, facilitating user 

interaction. The analytical layer (3) focuses on data 

extraction, processing, transformation, and analysis 

from various sources, preparing for event log 

generation. The orchestration layer (4) provides 

various data connectors, coordinates task execution, 

and enables scheduled automation. The infrastructure 

layer (5) virtualizes and provides essential services for 

the application, while the output layer (6) delivers the 

final event logs.

3.2 Data Workflow

This following section describes the data workflow 

of the EDF tool. Fig. 1 also illustrates the end-to-end 

data workflow. The EDF is comprised of seven 

components divided into three layers: presentation, 

analytics, and orchestration (see Fig. 1, part 2-4). 

The components include a workflow editor, a data 

catalog extractor, a data-to-event analyzer, a data 

source connector, a task scheduler, a data 

orchestrator, and a PM tool connector. Below is a 

detailed description of each component.

� Orchestration model editor. The orchestration 

model editor acts as the main user interface, 

and it receives connection settings as input, 

Fig. 1. The system architecture and components of EDF tool
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such as database credentials or file 

information. Once the connection is verified, 

the orchestration model editor sends the input 

into the data catalog extractor. 

� Data catalog extractor. The data catalog extractor 

receives connection settings from the 

orchestration model editor. It then extracts 

metadata from each data source and converts it 

into data models. Metadata describes detailed 

information about the structure, attributes, and 

types of the data at the same data source. The 

data models represent the logical structures of 

the data, including entity relationships. After 

generating data models, a data catalog is created. 

This data catalog comprises a collection of data 

models, defined as the primary knowledge for 

event log generation.

� Data source connector. The data source connector 

enables users to connect to external systems and 

extract data from them into the EDF platform. It 

consists of data connectors that enable dynamic 

integration with external data sources, including 

databases (i.e., MSSQL, MySQL, MariaDB, Oracle, 

and PostgreSQL) and flat files (i.e., XLS and CSV).

� Data-to-event analyzer.  The  data-to-event 

analyzer acts as a component for identifying 

event attributes by using metadata as an input 

and transforming the raw data into an event 

log. To perform PM analysis, an event log 

should contain at least three attributes, 

including case, activity, and timestamp related 

to the process execution [6], [12]. 

� Task scheduler. The task scheduler manages 

the execution sequence and enables users to 

perform routine tasks on the system by using 

orchestration models. With this component, 

users can schedule tasks to run at specified 

time intervals. It ensures tasks are performed 

consistently and saves time. 

� Data orchestrator. The data orchestrator allows 

the system to efficiently manage ingested data 

and process it. It helps users manage the data 

pipeline in the system.  

� PM tool connector. The final output of EDF is 

an event log with attributes of case, activity, 

and timestamp. To connect an event log to a 

PM tool, an external connector is needed. This 

connector enables users to easily connect the 

generated event log into a specified PM tool for 

analysis. 

3.3 Automated Event Attribute Discovery

This section describes the process of event 

attribute discovery. To achieve this, we implement 

the metadata analysis-based method we introduced 

in our prior work [22] within the EDF tool. The 

detailed workflow for event log attribute discovery 

is shown in Fig. 2. The method consists of three 

main steps: (1) data preparation, (2) attribute 

discovery, and (3) log quality evaluation, which are 

described below. 

1. Data Preparation. The very first step is data 

preparation. Our tool provides a data 

preparation function to extract metadata and 

sample data from various data sources. 

Metadata are transformed into data models. 

After data models are generated, the system 

creates a data catalog that consists of a set of 

data models as output. This process is 

performed within the data catalog extractor 

component. The data preparation process is 

briefly summarized in the pseudocode shown 

in Fig. 3.

2. Event Attribute Discovery. Given a data catalog, 

the objective of this step is to discover the event 

attribute necessary for the basic components of 

an event log, such as case, timestamp, and 

activity [23], [24]. This task can be achieved by 

performing these steps: (1) identifying 

timestamps and activities through pattern 

matching analysis; (2) calculating in-degree 

centrality; and (3) identifying cases through 

reference key analysis. The result will be a set 

of event mappings (d2e), each containing 

potential event attribute candidates. The event 

attribute discovery process is briefly 
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summarized in the pseudocode shown in Fig. 4. 

3. Log quality evaluation. To achieve cost efficiency, 

sample event logs are produced. Initially, the 

system extracts sample data from various data 

sources. Next, sample event logs are created 

according to the event mappings. After generating 

the sample event logs, the system evaluates their 

quality. The output is a collection of event 

mappings along with their corresponding quality 

scores. Lastly, the user selects the preferred event 

mapping candidate, leading to the generation of 

a complete event log based on the selected event 

mapping. The complete process is detailed in the 

prior work [22].

Fig. 2. Event attribute discovery workflow

Fig. 3. Pseudocode for data catalog extraction

Fig. 4. Pseudocode for data catalog extraction

To evaluate the quality of event logs, we present 

a global function called the event log interestingness

score [22]. This score aims to provide an indication 

of how interesting an event log is to be analyzed for 

analysis given a set of parameters. To do so, we have 

defined several statistical metrics inspired by 

previous works [6], [15]. These metrics help us 

evaluate the necessary structural properties that an 

event log should possess to be considered an 

interesting candidate. We calculated statistical 

metrics including case identifier ratio, trace variant 

ratio, average ratio of unique activity per case, 

endpoint activity ratio, and start-end activity 

independence ratio (see our prior work [22] for 

further explanation). The interestingness score is 

determined by combining the score values for each 

of the aforementioned metrics. When analyzing a 

process, it is desirable to have an event log with as 

many cases as possible. Therefore, a higher 

interestingness score could indicate that the event 

log exhibits complex processes or patterns that are 

worth further analysis [6].

IV. Results

4.1 Dataset and Environmental Settings

For our use case, we used a non-public dataset 

received from a company in South Korea. The 

dataset is stored in a relational database, and it 

consists of six tables: balanceaccount, marketplace, 

ordermaster, orderdetail, salesinfo, and 

qualitymaster. The dataset consists of around 4 

months of logistic records. Due to confidential 
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issues, we only provided the Entity Relationship 

(ER) diagram of the original data. The ER diagram 

of the logistic dataset is shown in Fig. 5, while the 

experimental environment is described in Table 1.

Fig. 5. ER Diagram of the logistic dataset 

Item Description

OS Ubuntu 22.04.3 LTS

Memory 32 GB

Storage
120 GB SATA SSD (OS)

64 GB SATA SSD (Data)

CPU
8 Core of Intel of Xeon Silver 4114 

CPU @ 2.2GHz

Table 1. Experimental Environment

4.2 The User Interface

EDF is a web application designed to simplify the 

process of generating event logs. It offers enhanced 

user-friendly experiences through low-code/no-code 

technology, making it simple to use for various user 

types. In Fig. 6, EDF consists of four menus: home, 

model, schedule, and task. To generate an event log, 

users can access the model menu, which is further 

divided into four main parts:

1. Main menu. This part displays all the menus in 

the EDF including, home, model, schedule, 

task, and logout button.

2. Execution menu. Buttons with essential functions 

such as delete, automatic event mapping 

discovery, test, save, and exit.

3. Operation panel. The operation panel lists all 

the components classified according to its 

functionality, such as import, export, convert, 

and operation.

4. Model viewer. The model viewer is the visualizer 

of the data pipeline. This part is prepared to define 

the data pipeline and all the components. The 

EDF model viewer is divided into three sections:

� Import. The import section allows the user 

to connect various data sources at once. 

This is helpful when users need to extract 

from various sources. For example, users 

can load relational databases and files 

simultaneously.

� Operation. The operation section shows the 

list of data entity components found in data 

sources. This section allows for all the 

operations tasks, such as data 

transformation, attribute discovery, and 

event log generation. Moreover, users can 

display detailed information for each 

component by clicking on the node.

� Export. The export section allows users to export 

and connect the generated event log to a 

specific PM tool. 

To illustrate the generation process in EDF, in 

Fig. 6, we provide an example of event log 

generation from various data sources and connect 

it into a PM tool, namely the IPR (Intelligent Process 

Re-Engineering) tool [25]. 

Fig. 6. The user interface of EDF tool 

4.3 The Use Case

To show the usability of our tool, we conducted a 

use case that focused on the automatic generation 

of event logs using the proposed metadata analysis 

method [22] for a logistic process. In order to 

maintain consistency with the original setting, we 
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initially designed a database server to store the 

original data. The process started by establishing a 

connection to the data source and extracting the 

required information. Once the connection was 

established, six tables (also referred to as entities) 

were extracted: balanceaccount, orderdata, 

orderdetail, salesinfo, qualitymaster, and 

marketplace. The rest of the process is 

automatically executed after the user clicks the 

“auto event mapping” button. As there were six 

entities, the join task was automatically carried out 

by the system to produce a unified table (referred to 

as Entity_join). Subsequently, a metadata analysis 

and timestamp-to-activity transformation are 

executed to identify event mappings and convert 

data into event log format with associated attributes 

(referred to as Data2Event), respectively. Finally, an 

event log (referred to as Event_Entity) with an 

interestingness score of 0.9369 was generated and 

linked to IPR (referred to as IPR). The entire 

generation process is illustrated in Fig. 7.

The fragment of the event log generated from 

EDF is shown in Fig. 8. Later on, the process 

mining model for the logistic process is processed 

with the IPR tool and visualized in Fig. 9. In Fig. 9, 

there are two process models: all paths and the 

most frequent path. The process model visualized 

the actual flow of the logistic process as it was 

executed. The start of the process is illustrated by 

the triangle at the top. Similarly, the end of the 

process is illustrated by the stop symbol at the 

bottom of the model. By default, the total 

frequencies of activity are displayed at the nodes, 

and the average lead time between activities are 

displayed at the arcs. As a result, there were six 

activities discovered in the event log, such as 

order_ts_act, datatransfer_ts_act, erporder_ts_act, 

manufacture_ts_act, sys_dt_act, and logistic_ts_act. 

In both process models, the start activity varies, 

but they all end with the activity sys_dt_act.

Fig. 7. Event log generation process on logistic data

Fig. 8. Event log generation process on logistic data

The process model results uncovered an 

unnatural order of activity, particularly with the 

last two activities identified as manufacture_ts and 

sys_dt (see Fig. 7: most frequent path). To verify 

our result, we discussed it with domain experts, 

who confirmed that our system generated an 

unnatural order of activity. Upon data examination, 

we identified several issues associated with the 

original dataset, which contributed to these 

unnatural results. We found that a large number of 

null values were present, certain column names did 

not accurately represent their corresponding 

values, and some process data was missing. 

Consequently, we conclude that incomplete data 

has been shared. Our findings revealed the 

complexity of generating an event log from 

enterprise data, emphasizing the necessity for 

meticulous data preparation to ensure accuracy 

and reliability. Therefore, it is imperative to not 

completely disregard domain experts, as the event 

log must be reviewed in order to establish its 

validity.
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Fig. 9. Process model result

(Left) All path; (Right) The most frequent path

4.4 Performance Results

We have conducted an internal performance 

evaluation focusing on the performance and 

scalability of the EDF tool. However, due to the 

nonexistence of similar functionality and/or the 

unavailability of such functionality in the demo 

version of the other products, we are unable to 

conduct numerical performance tests to compare 

EDF with other commercial products such as 

Celonis, Apromore, and UIPath. 

We presented the results, focusing on evaluating 

the internal performance and scalability of the tool. 

The cloud deployment allows us to evaluate the 

scalability and robustness of the tool by analyzing 

the processing time under the environment 

described in Table 1. In order to achieve that 

objective, we created data sets of varying sizes and 

measured the time it took to generate event logs. 

We employed both the original data and 

manipulated versions, where we divided the data 

into various scenarios based on the data size (i.e., 

the number of transactions). Specifically, we 

conducted experiments using scenarios 1, 2, 3, and 

4, where each scenario corresponds to a data size 

of 100%, 50%, 25%, and 15%, respectively. For 

instance, scenario 2 indicates that 50% of the 

original data was used. The performance result of 

the EDF tool is presented in Table 2. The data size 

column represents the amount of data stored in the 

database, while the event log size represents the 

size of the generated event log derived from the 

respective data.

Scenario
Data size

(MB)

Event Log 

Size (MB)

Processing 

Time (s)

1 82 1,276 43

2 44 636 24

3 20 310 15

4 15 157 13

Table 2. Performance Result

Performance is measured by measuring the time 

it takes to process the data sets of varying sizes. The 

experiment results showed that for smaller dataset 

sizes of 25% and 15%, loading and processing times 

are around 15 seconds. Meanwhile, for larger 

datasets, the processing time consistently remains 

below 60 seconds. Our experiment result 

demonstrates that our tool effectively tackles the 

challenge of large datasets, providing a robust 

foundation for big data computation. Additionally, 

microservice architecture development allows for 

independent scaling of services and ensures 

scalability and cost-effectiveness.

4.5 Observational Study Results

An observational study was carried out to assess 

how EDF’s target users would use this tool for event 

log generation and to evaluate the usefulness of the 

tool. A total of 14 participants (7 male and 7 female) 

were recruited for the study with a various range of 

ages (10 participants were in the range of 28-35 and 

4 participants were above 35). All participants were 

employees working in SMEs, and none of them had 

known about the EDF tool before. An online exit 

questionnaire consisting of 10 questions in total was 

utilized to gather feedback on the EDF tool’s 

usability, learnability, and usefulness. Prior to the 

survey, participants were asked to explore EDF on 

their computers. Additionally, participants were also 

provided with a brief guideline and encouraged to 

test as many features as possible. 
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Fig. 10. Usefulness survey results

Fig. 11. Usefulness survey results

The exit survey included a series of 5-point 

Likert-scale questions (1 being “strongly disagree” 

and 5 being “strongly agree”). All the average Likert 

ratings for usefulness (Fig. 10), usability and 

learnability (Fig. 11) are all above 3.5. The results 

indicated that participants found our tool easy to use 

and beneficial for their purpose. However, the 

results also revealed that the lowest rating was given 

to the question “I felt comfortable using this tool.” 

highlighting user experience as a major concern.

4.6 Limitations and Future Works 

In this work, we did not empirically compare EDF 

with other products. As stated in Section 4.4, the 

comparison between EDF and other products is 

limited due to the nonexistence of similar 

functionality and/or the unavailability of such 

functionality in the demo version of the other 

products. Additionally, it was observed that 

scalability and robustness evaluation could be 

expanded by considering different settings, such as 

the number of node clusters and system 

specifications. Lastly, future research should focus 

on obtaining more datasets that reflect real-world 

scenarios.

The tool is currently in its initial development 

phase and presents opportunities for potential 

improvement. Through evaluation, we have 

identified several key aspects where EDF can be 

improved and future development plans. 

� There is a need to enhance the menu structure, 

and participants with limited knowledge of PM 

were interested in understanding how the system 

makes outputs. Thus, we believe that enhancing 

the user interface with best practices and adding 

a step-by-step tutorial model could assist users 

and enhance their experience.

� The current EDF tool conducts analysis based on 

column names and their type, which results in 

the inability to process data with abbreviated 

column names. Therefore, it is worth noting that 

assessing the column value is important when 

dealing with abbreviated column names. 

Additionally, employing machine learning 

approaches, such as transformers or attention 

mechanisms, captures the semantics of column 

contents, helps in understanding context across 

tables. 

� The current tools can only process batch data, 

and given the continuous influx of new data 

generated by application systems, expanding our 

environment into a streaming setting could be a 

feasible strategy to manage data synchronization.

� Our EDF relies solely on the evaluation of the 

quality metrics; however, in practice, the 

creation of event logs is a subjective task where 

the quality and correctness of the generated 

event logs highly depend on the expertise and 

experience of domain experts. Hence, we aim to 

improve our quality metrics by integrating 

domain experts’ feedback through transfer 

learning. 
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V. Conclusion

In this paper, we introduced EDF, an interactive 

tool for assisting event log generation and enabling 

process mining analysis in SMEs. EDF leverages 

low-code/no-code technology, thus allowing users 

to easily see the data flow through graph 

visualization. It offers various data connectors, 

ranging from flat files to databases, and 

incorporates a metadata-based algorithm to 

generate an event log automatically. As an output, 

an event log is generated, along with its quality 

(i.e., interestingness score). 

We have presented instantiation as a software 

prototype and tested its functionality on enterprise 

data. The cloud-based deployment ensures 

scalability, allowing dynamic resource scaling to 

meet users' demands. We have demonstrated that 

our tool is robust and can cope with varying volumes 

of data. Moreover, the results of the observational 

study also highlighted that our tool is easy to use and 

beneficial during the preparation stage of PM 

analysis. We hope our work can stimulate further 

research and development of process mining tools 

that lower the barrier to understanding and 

appropriately applying PM in SMEs.
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