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Abstract  

The Stable diffsuion AI tool is popular among designers because of its flexible and powerful image 

generation capabilities. However, due to the diversity of its AI models, it needs to spend a lot of time testing 

different AI models in the face of different design plans, so choosing a suitable general AI model has become 

a big problem at present. In this paper, by comparing the AI images generated by two different Stable diffsuion 

models, the advantages and disadvantages of each model are analyzed from the aspects of the matching degree 

of the AI image and the prompt, the color composition and light composition of the image, and the general AI 

model that the generated AI image has an aesthetic sense is analyzed, and the designer does not need to take 

cumbersome steps. A satisfactory AI image can be obtained. The results show that Playground V2.5 model can 

be used as a general AI model, which has both aesthetic and design sense in various style design requirements. 

As a result, content designers can focus more on creative content development, and expect more 

groundbreaking technologies to merge generative AI with content design. 
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1. Introduction 

1.1 Research Background 

Stable Diffsuion as the hottest generative AI painting technology, due to its open source characteristics and 

can be deployed locally in the computer qualities, loved by the majority of designers. Stable Diffsuion in the 

SD1.5 or SDXL base model as a baseline, to use their own different styles of pictures to train the model, but 
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due to the different use of everyone's designs, the results of the trained model vary, and the different models 

of the cue word understanding varies. 

However, due to the different design purposes of each person, the results of the trained models are not the 

same, and the understanding of the cue words varies from model to model. Whenever designing AI images in 

a certain style, we need to switch between different models to meet the design requirements. In this paper, we 

introduce the use of two different Stable Diffsuion models to generate different types of image styles, and by 

comparing the AI images generated by the two models, we analyse their aesthetics from the perspectives of 

the match between the image and the prompt, and the surface composition and colour composition of the image, 

to select a general AI model that meets the various design requirements, and the AI images generated by this 

model have a certain aesthetic appeal. 

1.2 Research Purpose 

The aim of the study is to test the use of two of the most popular Stable diffsuion generative AI models, and 

to summarise the aesthetic strengths and problems in the images by analysing the characteristics of the AI-

generated images. the aim of this study is to explore and analyse AI image generation models that meet various 

design needs by investigating two AI image generation models for content designers to design image content. 

 

2. Theoretical Background 

2.1 Stable Diffusion Model 

Checkpoint is one of the most important models in Stable Diffusion, and is the master model on which 

almost all operations depend. checkpoint models are trained on Stable Diffusion models, and are therefore 

sometimes referred to as Stable Diffusion models. 

The Checkpoint model plays a key role in Stable Diffusion. It is a model that has been trained and optimised 

to generate and infer content such as text, images, etc. The Checkpoint model can be used for a variety of tasks 

such as text generation, image repair, image generation, etc. The Checkpoint model can be used for a variety 

of tasks such as text generation, image repair, and image generation. By using Checkpoint models, users can 

generate a wide variety of content according to their needs. 

The training of Checkpoint models is done by using large scale datasets. during the training process, the 

model learns how to understand and generate text, images, and other content. through iterative training, the 

model optimises its capabilities and improves the quality and diversity of the content it generates. 

 

3. Stable Diffsuion Model AI Image Aesthetics Comparison 

In this study, two Stable diffsuion models were used, the most popular recent Stable diffsuion model 

"Playground V2.5" selected from the civitai website and the Stable diffsuion Juggernaut XL model. In comfyui, 

we tested the aesthetic differences between the AI images generated by these two models using a basic venn 

diagram workflow. we chose a girl as the main object of comparison, and paired it with different styles of 

images to compare the performance, strengths and weaknesses of the two AI models in terms of the planar and 

colour composition of the generated images. 
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3.1 Character Style Comparison  

First of all the base prompt with four different styles to generate the relevant AI images, choose five different 

kinds of objects as the base prompt, no negative respectively using the Juggernaut XL model and the 

Playground V2.5 model, the CFG of the Juggernaut XL model is set to 2.0, Steps The CFG of Juggernaut XL 

model is set to 2.0, Steps is set to 6, and the sample of dpmpp_2m_sde is used; the CFG of Playground V2.5 

model is set to 3.0, Steps is set to 40, and the sample of euler is used. and 4 different AI images are generated 

at one time, which ensures that the difference in the image quality due to the error in the parameters is 

minimized. 

As shown in Figure 1, the AI images of the characters are compared, from the generated AI images, both 

Juggernaut XL model and Playground V2.5 model can understand the input prompt well, and generate the 

corresponding AI images strictly according to the prompt.The character images generated by the Juggernaut 

XL model tend to be photorealistic, while the character images generated by Playground V2.5 model have 

been processed by specialized art. Juggernaut XL model generates character images that tend to be more 

photorealistic, while Playground V2.5 model generates character images that have been processed with 

specialized artwork, resulting in better light and shadow performance, and a better overall aesthetic sense of 

the image. 

Figure 1.  Characters Image Comparison 

As shown in Figure 2, the comparison of AI images of buildings, from the generated AI images, Juggernaut 

XL model and Playground V2.5 model can understand the input prompt very well, and generated the 

corresponding AI images strictly according to the prompt.The color of the images generated by the Juggernaut 

XL model is more monotonous, and does not have any sense of aesthetics. The images generated by the 

Juggernaut XL model are monotonous in color and do not have any aesthetics. The images generated by the 

Juggernaut XL model are not clearly structured, and the elements in the images are too monotonous, whereas 

the images generated by the Playground V2.5 model not only have a better understanding of the prompts, but 

also have a better composition and better color performance. 
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Figure 2. Buildings Image Comparison 

 

As shown in Figure 3, the comparison of AI images of food, from the generated AI images, both Juggernaut 

XL model and Playground V2.5 model can understand the input prompt well, and generate the corresponding 

AI images strictly according to the prompt, the only difference is that in the image representation of "Barbecue", 

Juggernaut XL generates the image of barbecue, probably the shape is not a big problem, if you look closely, 

the shape of barbecue is blurred, and it is not possible to identify the type of object. The only difference is that 

in the image representation of "Barbecue", the image of barbecue generated by Juggernaut XL has little 

problem with the approximate shape of the barbecue, but when looking closely, the shape of the barbecue is 

blurred and the type of the object is not recognisable. 

Figure 3. Food Image Comparison 
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As shown in Fig. 4, the comparison of AI images of animals, from the generated AI images, both Juggernaut 

XL model and Playground V2.5 model can understand the input prompt well, and generated the corresponding 

AI images strictly according to the prompt. Both AI models can generate common animals in reality as well 

as fantasy creatures very well. However, Playground V2.5 is better than Juggernaut XL in terms of composition 

and lighting, and the overall color contrast is stronger and more aesthetically pleasing. 

Figure 4. Animals Image Comparison 

 

.As shown in Figure 5, the AI images of the carrier are compared, from the generated AI images, the 

Playground V2.5 model can understand the input prompt well, and generates the corresponding AI images 

strictly according to the prompt.The image generated by the Juggernaut XL model is only an approximate 

shape match for the prompt, and when we look closely, it doesn't match the prompt and there are cases of 

interspersing between objects. On closer inspection, the images do not match the prompt, and there are 

interspersed objects. On the other hand, the vehicle images generated by the Playground V2.5 model not only 

match the shape and structure of the Prompt, but also have a better color composition. 

Figure 5. Carrier Image Comparison 
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4. Conclusion 

The comparative analysis of the above cases concludes that the Playground V2.5 model outperforms the AI 

images generated by the Juggernaut XL model in terms of overall style and detail, and generates images that 

are more aesthetically pleasing and design-oriented, with stronger colour contrasts in the colour compositions, 

and more closely related styles in terms of the details of the generated images. This study explores AI models 

that can be generalised to any design scenario by comparing the images generated by the two AI models as the 

basis of the study. Based on the results of this study, it appears that the Playground V2.5 model can be used as 

a general AI model for both image aesthetics and prompt matching in stable diffusion, a generative AI tool 

that can better help content designers to develop more interesting and creative content. 
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