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KOREAN TOPIC MODELING USING MATRIX

DECOMPOSITION
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Abstract. This paper explores the application of matrix factorization,

specifically CUR decomposition, in the clustering of Korean language

documents by topic. It addresses the unique challenges of Natural Lan-
guage Processing (NLP) in dealing with the Korean language’s distinctive

features, such as agglutinative words and morphological ambiguity. The

study compares the effectiveness of Latent Semantic Analysis (LSA) us-
ing CUR decomposition with the classical Singular Value Decomposition

(SVD) method in the context of Korean text. Experiments are conducted

using Korean Wikipedia documents and newspaper data, providing in-
sight into the accuracy and efficiency of these techniques. The findings

demonstrate the potential of CUR decomposition to improve the accuracy
of document clustering in Korean, offering a valuable approach to text

mining and information retrieval in agglutinative languages.

1. Introduction

Natural language is the language that humans use on a daily basis. And
natural language processing(NLP) is an area of research and application that
explores how computers can be used to understand and manipulate natural lan-
guage text or speech to do useful things. NLP researchers aim to gather knowl-
edge on how human beings understand and use language so that appropriate
tools and techniques can be developed to make computer systems understand
and manipulate natural languages to perform desired tasks [4].

During several decades, NLP evolved significantly with the advances in com-
puting technology and the changes to define linguistic regularity with statistics.
NLP is used in fields such as information retrieval, information extraction, ques-
tion answering, summarizing, machine translation, and dialogue systems [11].

As reducing computation time and increasing accuracy, the biggest interest in
NLP is the pre-trained language model(PLM). PLM is a method that uses large
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text data to train deep learning algorithms before solving language problems.
Typical PLM models are Elmo, Bert, Roberta, and T5 [16, 6, 12, 17].

In [7], S. Gururangan et al. find that the use of data focused on a specific
area is better than using broad-coverage data for reducing computational time
and increase accuracy. For example, when solving financial problems, it is bet-
ter to train a model with only financial-related documents than to use the
entire document. This method is called domain adaptive pre-training(DAPT)
[7]. Many applications are using DAPT. For instance, there are the economic
analysis model FinBERT [2], SciBERT [3] based on natural science academic
data, BioBERT [9] based on biomedical data, Clinical BERT [1] based on medi-
cal clinical data. In Korea, there are KB-ALBERT [8], a Korean financial model
created by KB KOOKMIN Bank, and SKT-KoBERT [18] created by SKT. Both
models are utilized for counseling chat bot.

Now our problem is how to select documents in a specific area from the entire
document. In this paper, we propose a method to extract topics from specific
fields from Korean language documents in order to use the DAPT method.

One of the classical methods of clustering documents by topic is Latent Se-
mantic Analysis(LSA) in NLP. LSA is a basic statistically-based method to
consider the frequency of terms in the document and the relation among terms.
The process involves creating a matrix from the documents that contain the
topic we want to cluster, the terms in all the documents, and the frequency of
these terms. This matrix is called a term-document matrix(TDM). Using sin-
gular value decomposition(SVD), we apply dimensionality reduction to identify
latent meaningful structures [5]. Furthermore, we propose to use CUR decom-
position(CUR) as a dimensionality reduction method for TDM in LSA. CUR
decomposition extracts C and R from the actual data matrix and uses U to
approximate the original matrix accurately.

This approach has the advantage of allowing for interpretable data analysis
that reflects the original matrix. And we compare the accuracy of the two meth-
ods through experiments [14]. This paper is organized as follows. In section 2,
we introduce the mathematical definitions and characteristics of SVD and CUR
decomposition used in document clustering models. We also explain the char-
acteristics of the Korean language in natural language processing and how we
create the TDM for LSA. In section 3, we explains the steps that take to classify
documents using the methods discussed in section 2. In section 4, we discusses
the characteristics of SVD and CUR decomposition and presents the outcomes
of two experiments. One experiment involves a comparison of the characteristics
of each method using artificially created data. The second experiment focuses
on LSA conducted with real text data.
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2. Preliminaries

2.1. Matrix Decomposition

In this part, we introduce the SVD. SVD is a kind of matrix decomposition.
In addition, it is very important in data science in that it can represent high
dimensions in low dimensions [20].

Definition 2.1. [20](Singular value decomposition)
Let m,n be arbitrary. Given A ∈ Cm×n a singular value decomposition (SVD)
of A is factorization

A = UΣV ⊤

where U ∈ Cm×m, V ∈ Cn×n are unitary, Σ ∈ Rm×n is diagonal matrix. In
addition, it is assumed that the diagonal entries σi of Σ are nonnegative and in
nonincreasing order; that is, σ1 ≥ σ2 ≥ · · · ≥ σp ≥ 0, where p = min(m,n).

Theorem 2.2. [20](Low-Rank Approximation)
For any v with 0 ≤ v ≤ r, define

Av =

v∑
j=1

σjujv
⊤
j

where, uj(vj) are the left(right) singular vectors. if v = p = min{m,n}, define
σv+1 = 0. Then

∥A−Av∥2 = inf
B∈Cm×n

rank(B)≤v

∥A−B∥2 = σv+1.

Theorem 2.3. [20] For any v with 0 ≤ v ≤ r, the matrix Av of Theorem 2.2
also satisfies

∥A−Av∥F = inf
B∈Cm×n

rank(B)≤v

∥A−B∥F =
√

σ2
v+1 + · · ·+ σ2

r .

In this part, we introduce the CUR decomposition. Like SVD, CUR decom-
positions are low-rank matrix decompositions that are explicitly expressed in
terms of a small number of actual columns or actual rows of the original matrix
[14].

Definition 2.4. [15] (CUR Decomposition)
Let A be m× n matrix. In addition, let C be an m× c matrix whose columns
consist of a small number r of columns of the original matrix A, and let R be
an c× n matrix whose rows consist of a small number r of rows of the original
matrix A, a CUR decomposition approximation to A if may be explicitly written
as

Ã = CUR.
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Definition 2.5. [19] (Discrete Empirical Interpolation Method(DEIM)) Given
a full rank matrix V ∈ Rm×k and a set of distinct indices p ∈ Nk, the interpo-
latory projector for p onto Ran(V ) is

P ≡ V (P ⊺V )−1P ⊺,

where P = I(:, p) ∈ Rm×k, provided P ⊺V is invertible.
Generally P is an oblique projector, and it has an important property not

generally setted by orthogonal projector: for any x ∈ Rm,

(Px)(p) = P ⊺Px = P ⊺V (P ⊺V )−1P ⊺x = P ⊺x = x(p),

so the projected vector Px matches x in the p entries, justifying the name
“interpolatory projector”.

The DEIM algorithm processes the columns of

V = [v1 v2 · · · vk]

one at a time, starting from the leading singular vector v1. Each step processes
the next singular vector to produce the next index. The first index p1 corre-
sponds to the largest magnitude entry in v1:

|v1(p1)| = ∥v1∥∞.

Now define p1 ≡ [p1], and let

P∞ ≡ v1(P
T
1 v1)

−1P ⊺
1

denote the interpolatory projector for p1 onto Ran(v1). The second index p2
corresponds to the largest entry in v2, after the interpolatory projection in the
v1 direction has been removed:

r2 ≡ v2 − P1v2

|r2(p2)| = ∥r2∥∞.

Notice that r2(p1) = 0, since P1v2 matches v2 in the p1 position, a conse-
quence of interpolatory projection. This property ensures the process will never
produce duplicate indices.

Now suppose we have j − 1 indices, with

pj−1 =

 p1
...

pj−1

 ,

Pj−1 ≡ I(:, pj−1),

Vj−1 ≡ [v1 · · · vj−1],

Pj−1 ≡ Vj−1(P
⊺
j−1Vj−1)

−1P ⊺
j−1.

To select pj , remove from vj its interpolatory projection onto indices pj−1

and take the largest remaining entry:

rj ≡ vj − Pj−1vj
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|rj(pj)| = ∥rj∥∞.

Assume that we picked

P = I(:, p) = [ep1
, ..., epk

] ∈ Rm×k, Q = I(:, q) = [eq1 , ..., eqk ] ∈ Rn×k

for A (not necessary to be rank k). Let

C = A(:, q) = AQ ∈ Rm×k and R = A(p, :) = PA ∈ Rk×n

and fatorize

A ≈ CUR.

Note that U := ((CTC)−1CT )A(RT (RRT )−1) is the best U .
we use a method DEIM to figure out C and R using U and V ⊤ obtained

from the original SVD. This method has the advantage of giving us the same
result as the SVD. It’s also better to understand because it take the rows and
columns of a original matrix.

2.2. Natural Language Processing

In the field of linguistics and computational language processing, understand-
ing the structural and functional aspects of language is of paramount impor-
tance. Therefore, we introduce key linguistic concepts that are foundational in
analyzing and processing natural languages. These concepts collectively pro-
vide a comprehensive framework for linguistic analysis and computational pro-
cessing, which are pivotal in the advancement of both theoretical and applied
linguistics. We focused on the following characteristics to understand Korean.
Morphology, a branch of grammar, deals with the morphological changes in
words. It focuses on analyzing morphemes, which are the smallest language
units that have meaning. In agglutinating languages, such as Korean, the form
of the root of a word remains unchanged, and morphemes with their own mean-
ing are connected in parallel to form phrases and sentences. Additionally, the
study of syntax involves examining the structure, operation of sentences, and
the elements that constitute sentences.

Definition 2.6. Vocabulary is the set of all unique terms across a collection of
documents.

Definition 2.7. The Term-Document Matrix (TDM) is a matrix in which each
row corresponds to a term from the vocabulary, each column corresponds to a
document in the collection, and each (i, j) entry indicates the frequency of the
i-th term in the j-th document .

Example 2.8. Consider a collection of two documents:

• Document 1: “apple orange”
• Document 2: “apple banana”
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First, we build the vocabulary from the documents, which consists of the
unique terms: {“apple”, “orange”, “banana”}.

The TDM would look like this:

Term/Document Document 1 Document 2
apple 1 1
orange 1 0
banana 0 1

3. Method

3.1. LSA using SVD

Let A be a TDM and rank is r, then there exists U, V such that A = UΣV ⊤,
where Σ is a diagonal matrix with singular value entries by SVD. The first r
columns of the orthogonal matrix V contain r orthonormal eigenvectors associ-
ated with r nonzero eigenvalues of A⊤A. Since A = UΣV ⊤,

A⊤A = (UΣV ⊤)⊤(UΣV ⊤)

= (V Σ⊤U⊤)(UΣV ⊤)

= V Σ⊤ΣV ⊤.

V Σ⊤ΣV ⊤ is a square matrix representing the similarity between documents.
Also, V represents the documents in the r-dimensional factor space as vectors.
The (i, j) component in V Σ⊤ΣV ⊤ is the similarity between the i-th document
and the j-th document. The similarity is calculated by how many terms included
in each document occur at the same time.

TDM =

Topic

T
er
m

 U


Topic

T
op

ic

 Σ


Document

T
o
p
ic

 V ⊤


To identify clusters between topics and documents, we multiply Σk matrix and
V T
k matrix, where k represents the desired number of topics for classification,

thus truncating the rank to k and making k the rank r. Σ is a diagonal matrix
with the singular values of A on its diagonal. These values represent the impor-
tance of each latent semantic space, which is an abstract space where terms and
documents are represented in a reduced dimensional form. Larger values indi-
cate that the corresponding axis explains more of the total variance in the data.
Specifically, the diagonal elements of Σ reflect the significance and variability
of the latent topics. This shows how important each topic is in the relationship
between documents and terms, making Σ crucial for LSA to uncover the latent
semantic structure. At this time, the created matrix is D. The columns of D
can represent the vectors in Rk. Also, we project to the nearest axis through
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the cosine similarity of the vectors and the axis. Repeating the same process for
the columns, we can group documents with the same axis into the same topic.

Document

T
op

ic

 D

 =

Topic

T
op

ic

 Σ


Document

T
o
p
ic

 V ⊤


3.2. LSA using CUR Decomposition

Using the SVD results from the TDM generated in the previous steps, we
will apply LSA analysis using CUR. CUR forms matrices C and R by sampling
important columns and rows from the original matrix, and U is constructed to
provide an approximation of A. CUR has the advantage of effectively explaining
data analysis results since it samples actual data. Additionally, it can analyze
mixed topics without the orthogonality constraint present in SVD. For docu-
ment classification, we focus on the columns of the decomposed matrix V . To
avoid confusion between UΣV ⊤ and CUR, we change U in UΣV ⊤ to W . As
shown in the algorithm below, we can get k-index vectors pk. Then, the unit
vector Q that fits the vector Pk is multiplied by A to create C = AQ. At this
time, we choose the column of the first k of C. Finally, the cosine similarity is
calculated by multiplying each column of C by the original matrix A.

Algorithm 1 DEIM point selection algorithm

1: Input: V, an n× k matrix (n ≥ k)
2: Output: q, an integer vector with k distinct entries in {1, . . . , n}
3: v = V(:, 1)
4: [∼, q1] = max(|v|)
5: q = [q1]
6: for j = 2, 3, . . . , k do
7: v = V(:, j)
8: c = V(q, 1 : j − 1)−1v(q)
9: r = v −V(:, 1 : j − 1)c

10: [∼, qj ] = max(|r|)
11: q = [q; qj ]
12: end for
13: return q

Q = I(:, q) = [eq1 , ..., eqk ] ∈ Rn×k

for A (not necessary to be rank k). Let

C = A(:, q) = AQ ∈ Rm×k

Then we can get following CUR decomposition:
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TDM =

Topic
T
er
m

 C


Topic

T
op

ic

 U


Document

T
op

ic

 R


Since we are interested in classifying documents about topics, we focus on

C in the CUR decomposition. The result of computing the cosine similarity of
each column of C and A

simcosine (A(:, qk), A) ∈ Rm×k

By selecting a higher similarity value from the resulting rows, we get the result
of LSA using CUR.

4. Experiments and Conclusion

In this section, we compare SVD and CUR through several classification
examples. In section 3.1, we provide a synthetic example. And section 3.2, we use
a comparison using the Korean Wikipedia dataset, considering the difficulties
of the Korean language in NLP. Wikipedia data set is useful for NLP because it
generally provides objective facts and information. The experiment is conducted
using Matlab and Python.

4.1. Synthetic Example

In this section, we compare clustering using SVD and CUR decomposition
through a synthetic example.

Example 4.1. Suppose that there are 500 points in each of two different tilted
cylinders. Both cylinders have a center origin, a radius of 1, and a height of 20.
The first cylinder is tilted −20 degrees in the y-axis direction and 30 degrees
in the z-axis direction. The second cylinder is tilted 75 degrees in the x-axis
direction and 15 degrees in the z-axis direction. Let the points in the first
cylinder be A, and the points in the second cylinder be B. Let X ∈ R3×1000,
such that let X(:, 1 : 500) = A and X(:, 501 : 1000) = B.

The results of clustering the columns of X into two clusters using LSA with
SVD is Figure 1. And the results of clustering the columns of X into two clusters
using LSA with CUR decomposition is Figure 2

In this experiment, we examine how matrix factorizations classify documents
with mixed topics. In practical datasets, topics often overlap to some extent.
The orthogonality of SVD usually leads to poor classification performance for
mixed-topic data. However, the CUR decomposition method, which samples
directly from the original data, is more flexible in classifying documents with
multiple topics. This study examines the results of using LSA with SVD and
CUR on datasets with two related topics.
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Figure 1. Classified points in two cylinder of SVD(left) and
heat map(right) by using SVD.

Figure 2. Classified points in two cylinder of CUR(left) and
heat map(right) by using CUR decomposition.

4.2. Document Binary Clustering Experiment

In this section, we compare clustering using SVD and CUR decomposition
through a document clustering example using text data. Data is selected from
two topics from Wikipedia’s documents. The reasons for using Wikipedia data
are as follows. The first is the use of dictionary forms to provide consistent
structured information. Second, there is no biased word use due to the collab-
oration of various people. Lastly, it is easy to access and can find clear targets
through its own classification standard. The first topic is American politicians,
and the second topic is Korean singers.
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The first topic has 180 documents, and the other Korean singers topic has
135 documents. For the reasons of morphology, agglutinating language, and
syntax, which are representative characteristics of Korean, TDM is constructed
by extracting only nouns from text data. The data of words for each topic in
the example are as follows.

Topic1:
American politicians

Topic2:
Korean singers

Number of documents 180 135
Average value of terms 330 197

Standard deviation of words 685 278
Median of terms 123 113

Maximum value of terms 7175 2470
Minimum value of word 3 4

Table 1. Word distribution and statistical information in doc-
uments of two topics.

Because there is a big difference in the number of words contained in the
document. We extracted the same number from each document and analyzed
it. In this study, all comparisons with text were conducted using the built-in
noun extraction feature of the Okt model, a Python library contained within
the Konlpy package specialized in Korean NLP. The results of the experiment
are Table1 and Table2.

Example 4.2. TDM consisted of nouns extracted from a total of 350 docu-
ments.

LSA using SVD tends to be unstable in classification tasks due to its sensitiv-
ity to changes in term frequency and its susceptibility to outliers. This sensitivity
becomes particularly noticeable when there are significant fluctuations in the
number of terms. On the other hand, LSA using CUR decomposition offers sta-
bility and accuracy, with exceptions primarily observed in cases characterized
by extreme variations in term frequency.

5. Conclusion

In this paper, we compared LSA with SVD and LSA with CUR decomposi-
tion through experiments. We found that LSA using SVD is sensitive to term
changes and LSA using SVD is strongly affected by outliers, while LSA using
CUR decomposition is stable and shows better accuracy under various condi-
tions. These findings indicate the potential of CUR decomposition for improving
document clustering in Korean, offering a valuable approach for text mining and
information retrieval in agglutinative languages.
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# of letters SVD (%) CUR (%)

100 42.8 64.7
200 42.8 98.0
300 100 97.7
400 42.8 98.4
500 100 98.0
600 99.6 99.0
700 42.8 99.0
800 99.0 99.6
900 42.8 62.8
1000 42.8 66.4

Average 70.4 88.3

Table 2. Compared with the CUR decomposition SVD accu-
racy according to the number of letters.
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[7] S. Gururangan, A. Marasović, S. Swayamdipta, K. Lo, I. Beltagy, D. Downey, and N. A.

Smith, Don’t Stop Pretraining: Adapt Language Models to Domains and Tasks, arXiv

preprint arXiv:2004.10964 (2020).
[8] KB Bank AI Team, KB-ALBERT-KO (2020) , GitHub repository, https://github.com/

KB-Bank-AI/KB-ALBERT-KO.

[9] J. Lee, W. Yoon, S. Kim, D. Kim, S. Kim, C. H. So, and J. Kang, BioBERT: a pre-trained
biomedical language representation model for biomedical text mining, Bioinformatics 36

(2020), no. 4, 1234–1240.
[10] JH LEE, Korean Document Clustering by Topic Using Matrix Factorizations, Master’s

Thesis, Pusan National University (2021).

[11] E. D. Liddy, Natural language processing (2001), 4–6.

https://github.com/KB-Bank-AI/KB-ALBERT-KO
https://github.com/KB-Bank-AI/KB-ALBERT-KO


318 J.-H.LEE AND H.-M.KIM

[12] Y. Liu, M. Ott, N. Goyal, J. Du, M. Joshi, D. Chen, O. Levy, M. Lewis, L. Zettlemoyer,
and V. Stoyanov, Roberta: A robustly optimized bert pretraining approach, arXiv preprint

arXiv:1907.11692 (2019).

[13] N. Ljubesic, D. Boras, N. Bakaric, and J. Njavro, Comparing measures of semantic
similarity, ITI 2008-30th Int. Conf. Inf. Technol. Interfaces (2008), 675–682.

[14] M. W. Mahoney and P. Drineas, CUR matrix decompositions for improved data analysis,

Proc. Natl. Acad. Sci. 106 (2009), no. 3, 697–702.
[15] M. W. Mahoney, M. Maggioni, and P. Drineas, Tensor-CUR decompositions for tensor-

based data, SIAM J. Matrix Anal. Appl. 30 (2008), no. 3, 957–987.

[16] M. E. Peters, M. Neumann, M. Iyyer, M. Gardner, C. Clark, K. Lee, and L. Zettlemoyer,
Deep contextualized word representations, arXiv preprint arXiv:1802.05365 (2018).

[17] C. Raffel, N. Shazeer, A. Roberts, K. Lee, S. Narang, M. Matena, Y. Zhou, W. Li, and P.

J. Liu, Exploring the limits of transfer learning with a unified text-to-text transformer,
arXiv preprint arXiv:1910.10683 (2019).

[18] SK T-Brain, KoBERT (2019), GitHub repository, https://github.com/SKTBrain/

KoBERT.

[19] D. C. Sorensen and M. Embree, A deim induced cur factorization, SIAM J. Sci. Comput.

38 (2016), no. 3, A1454–A1482.
[20] L. N. Trefethen and D. Bau III, Numerical linear algebra, SIAM 50 (1997), 25-36.

June-Ho Lee

Department of Mathematics, Pusan National University,

Busan 46241, Republic of Korea,
Finance, Fishery, Manufacture Industrial Mathematics Center on Big Data,

Pusan National University, Busan 46241, Republic of Korea

Email address: goodmath613@pusan.ac.kr

Hyun-Min Kim

Department of Mathematics, Pusan National University,
Busan 46241, Republic of Korea,

Finance, Fishery, Manufacture Industrial Mathematics Center on Big Data,

Pusan National University, Busan 46241, Republic of Korea
Email address: hyunmin@pusan.ac.kr

https://github.com/SKTBrain/KoBERT
https://github.com/SKTBrain/KoBERT

