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Improving Deep Neural Network Performance

☆
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ABSTRACT

There have been emerging many use-cases applying recommendation systems especially in online platform. Although the 

performance of recommendation systems is affected by a variety of factors, selecting appropriate features is difficult since most of 

recommendation systems have sparse data. Conventional matrix factorization (MF) method is a basic way to handle with problems in 

the recommendation systems. However, the MF based scheme cannot reflect non-linearity characteristics well. As deep learning 

technology has been attracted widely, a deep neural network (DNN) framework based collaborative filtering (CF) was introduced to 

complement the non-linearity issue. However, there is still a problem related to feature embedding for use as input to the DNN. In this 

paper, we propose an effective method using singular value decomposition (SVD) based feature embedding for improving the DNN 

performance of recommendation algorithms. We evaluate the performance of recommendation systems using MovieLens dataset and 

show the proposed scheme outperforms the existing methods. Moreover, we analyze the performance according to the number of 

latent features in the proposed algorithm. We expect that the proposed scheme can be applied to the generalized recommendation 

systems. 

☞ keyword : Collaborative Filtering, Deep Neural Network, Matrix Factorization, Recommendation System, Singular Value 

Decomposition

1. Introduction

Recommendation systems present content to users that 

they are likely to be interested in. These systems have been 

widely used in various fields such as multi-media streaming 

services and online shopping. The performance of the 

recommendation systems is affected by a variety of factors. 

Especially, how the recommendation algorithm processes the 

user preferences and the properties of the content is the most 

significant factor. Therefore, recommendation systems need 

to capture the elaborate features [1-4].  

Content-based filtering (CBF) and collaborative filtering 

(CF) are representative algorithms in recommendation 

systems. CBF algorithms recommend other items to the users 

based on their previous experiences [5-6]. The algorithms are 
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limited to recommend only similar items and the 

performance highly depends on the item's feature extraction. 

CF algorithms use the relationship between items and users. 

The algorithms can recommend items not similar to the past 

behavior unlike the CBF. There are several CF schemes and 

the most fundamental and powerful one is matrix 

factorization (MF) which decomposes the preference matrix 

between the users and the items into the user latent matrix 

and the item latent matrix [7-8]. Then, an interaction between 

a user and an item is represented as a result of the matrix 

multiplication of their components. However, MF is hard to 

reflect non-linearity properties between the users and the 

items since the matrix multiplication is a simple linear 

operation.  

Recently, a variety of methods have been studied to 

improve the performance of recommendation algorithms. One 

of the most promising methods is to use deep learning. Deep 

learning has been widely applied to the various fields. 

Several studies have tried to combine recommendation 

systems and deep learning [9-12]. In [13], deep neural 

network (DNN) based CF was described. The authors 

introduced embedding layers to reflect user and item latent 

factor at the input. However, the embedding layers also need 
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to be updated during training which can be burdensome as 

the number of components consisting of recommendation 

systems increases.

In this paper, we introduce the singular value 

decomposition (SVD) method to initialize latent features for 

CF rather than training the embedding layers. Moreover, the 

proposed method applies DNN structure to train the user 

preferences and the content characteristics more accurately. 

We evaluate the performance of the proposed scheme based 

recommendation system using MovieLens dataset generated 

on September 26, 2018 [14]. Since the proposed scheme does 

not have to train the embedding layers, it can reduce the 

unnecessary parameters while increasing the learning 

performance of recommendation systems and avoiding from 

overfitting problems.

The rest of this paper is organized as follows. In section 

2, we introduce the proposed recommendation system design 

while comparing with the typical DNN based CF. In section 

3, we evaluate the performance of recommendation systems 

and analyze the simulation results before concluding this 

paper in section 4.

2. System Model

In this section, we describe the MovieLens dataset and 

how the dataset consists of. Next, we introduce the proposed 

DNN-aided recommendation system scheme comparing with 

the existing method.

2.1 MovieLens Dataset

We utilize the MovieLens dataset which has 

approximately 100000 ratings with 9724 movies and 610 

users. The rating values account for less than 2 % when 

considering the size of the matrix. Thus, this matrix consists 

of sparse values similar to other recommendation systems.  

Each user and each movie are projected onto the unique user 

ID and the unique movie ID. In addition, all rating scores 

range from 0.5 to 5 in increments of 0.5 points. 

In order to apply CF, we process the MovieLens data to 

have ×   matrix containing user ratings where the row 

size   is the number of movies and the column size   is 

the number of users. Each row represents the user rating 

values according to the movie ID. On the other hand, each 

column means the specific user's ratings for all kinds of 

movie IDs. 

(Figure 1) Conventional DNN based CF structure 

for recommendation systems.

(Figure 2) Proposed CF structure for recommendation 

systems.

2.2 Proposed Recommendation System 

Structure 

Conventional DNN based CF utilizes embedding layers 

for vectorizing a movie ID and a user ID represented as 

scalar values. The embedding layer is a kind of a dictionary, 

so the layer converts the user ID and the movie ID into 

unique vectors. In order to pass the embedding layer, one-hot 

encoding is used to handle with categorical IDs [15]. After 

concatenating the output of each embedding layer, the output 

vector goes through the multi layers to get the rating 

inference. During the training, the embedding layers are also 

updated to fit the model. An overall architecture of the 

typical DNN aided CF is illustrated in Figure 1.  

The proposed scheme in this paper utilizes the fixed   

mapper which converts ID to the vector rather than training 

the embedding layer. In order for the mapper to reflect initial 

features related to the preference well, we consider a concept 

of the matrix factorization (MF) based CF [8]. The MF based 
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ID Conversion method

Conventional 

DNN based CF

Embedding: One-hot encoding + 

hidden layer(s) 

Proposed CF SVD based vectorization

(Table 1) ID conversion method comparison between 

typical DNN based CF and proposed CF

(Algorithm 1) SVD based ID vectorization and 

concatenation to generate input layer of DNN

Initialize: 

   Item ID set: 

   User ID set: 

    : Number of latent features

   Generate rating matrix   of size × 
   Do truncated SVD to   according to (1) and      

derive  and 
Input: item  and user 
Output: 

   Get 
 row of  as 

   Get 
 row of  as 

   Return 
 


  

scheme extracts latent features using the singular value 

decomposition (SVD). In case of the sparse matrix in the 

recommendation systems, the truncated SVD is applicable to 

reduce the computation complexity. When   is an ×   

original matrix, the truncated SVD of   with the number of 

latent features   can be expressed as 




                   (1)

where  is an ×   unitary matrix,  is an  ×  

diagonal matrix, and  is an ×   unitary matrix.  In (1), 

  is not equivalent to   since the truncated SVD does not 

fully recover the original matrix. Each row of  is  with 

∈    and each row of  is   with 

∈   , which are the feature vectors of the 's 

movie ID and the 's user ID, respectively. The typical 

recommendation systems using MF based CF just compares 

the feature vectors to analyze similarity or utilizes   to 

calculate the rating scores. The conventional MF based 

method is simple and intuitive but the results of the SVD are 

linear operation so the MF only scheme is hard to reflect 

non-linearity characteristics. 

We focus on that the SVD contains the latent features. 

Therefore, the mapper in our proposed method replaces the 

embedding layers with  and . The rest of the proposed 

model architecture is the same as the typical DNN based CF. 

Figure 2 shows the proposed recommendation system. A 

generalized procedure to get the input layer of DNN of 

proposed CF is described in Algorithm 1. The proposed 

structure can decrease the number of weights that need to be 

fitted by  ×   compared to the conventional 

architecture when the same size of vector is used for 

initialization. This can mitigate both the consumed training 

time and feed-forwarding time. Table 1 summarizes the ID 

conversion method between typical DNN based CF and 

proposed scheme.

3. Performance Evaluation

In this section, we evaluate the performance of the 

proposed recommendation system using MovieLens dataset. 

We describe the detailed simulation environment before 

analyzing the simulation results.

3.1 Simulation Environments

We consider the output of the recommendation system 

model is the rating value for the pair of the movie ID and 

user ID as input depicted in Figure 2. There are 100836 

rating values in the MovieLens dataset and we divide the 

data into training and validation and test sets having a 

70:20:10 ratio. We apply the truncated SVD to set the 

number of latent features for initialization to 15. This means 

that the size of each feature vector of a movie ID and a user 

ID is 15. Moreover, there are 2 hidden layers in the model. 

We train the model to minimize the mean squared error 

(MSE) loss between the estimated rating value and the 

ground truth. The detailed simulation environment including 

the hyper-parameters to train the model is summarized in 

Table 2. 
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Parameter Value

Number of movies 9724

Number of users 610

Number of latent features 15

Number of hidden layers 2, 64x16

Split ratio of training, validation, and 

test set
70:20:10

Number of epochs 100

Training batch size 100

Cost function MSE loss

Learning rate 0.001

Optimizer Adam [16]

(Table 2) Simulation environments for the proposed 

recommendation system 

(Figure 3) Cost function of training and validation 

dataset for the conventional DNN based CF.

    

(Figure 4) Cost function of training and validation 

dataset for the proposed CF.

3.2 Cost Function Comparison during 

Training Phase

To compare with the proposed scheme, we consider the 

typical DNN based CF model. Without loss of generality, we 

consider each embedding layer converts the movie ID or the 

user ID to a vector of size 15 which is the same as the 

number of the latent features in the proposed scheme. The 

same hyper-parameters described in Table 2 are applied to 

train and evaluate the reference model. Moreover, we use the 

same training, validation dataset for both models for an equal 

comparison. 

Figure 3 and Figure 4 represent the cost functions during 

the training phase for each of the reference model and the 

proposed model, respectively. For the conventional DNN 

based CF model, the training loss consistently decreases 

while the validation loss decreases up to a certain point but 

begins to increase again. In contrast, we can check both the 

training loss and validation loss steadily decrease as the 

training epoch increases in the proposed model. This means 

that the proposed model can avoid from the overfitting 

during the training phase and we can expect the proposed 

model can be trained with larger epochs for further reducing 

the loss. Even though the training loss of the proposed model 

is larger than that of the reference model, the validation loss 

is lower than the minimum validation loss of the reference 

model. 

3.3 MSE Comparison of Test Dataset for 

Various Schemes

In this subsection, we evaluate the MSE performance 

using test set not involved in the training phase. In order to 

generate the best inference, the model weights of both the 

conventional DNN based CF and the proposed scheme are 

applied based on when the validation loss reached the 

minimum value in the Figure 2 and Figure 3. We consider 
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(Figure 5) MSE comparison.
(Figure 6) MSE according to the number of latent 

features.
one more reference method with the vanilla SVD based MF 

CF where the number of latent features is 15. In addition, all 

data for calculating MSE in the test dataset is identical for 

all cases. 

Figure 5 illustrates the MSE performance of the proposed 

method with the reference schemes. A red bar and a green 

bar and a blue bar represent the MSE of the vanilla MF 

based CF and the conventional DNN based CF and the 

proposed scheme, respectively. As expected, the MSE of 

vanilla MF based CF is the largest since it can deal with 

only linear interactions. We figure out the MSE can be 

highly improved when DNN is applied. This is because the 

DNN architecture can take advantage of fitting non-linear 

conditions. Interestingly, we can check that the MSE 

performance is improved by approximately 30 % in the 

proposed scheme compared to the typical DNN based CF. 

This result is even more meaningful in that the proposed 

scheme utilizes a much smaller number of weights for model 

training. We speculate that the proposed scheme combines 

the benefits of the other methods. In other words, our model 

can represent the interaction between the users and the items 

in early stage from the SVD based initial feature extraction. 

After that, the model exploits the advantage of the DNN 

structure, which enables to learn non-linear properties.

3.4 Effect of The Number of Latent Features

We carry out additional experiments to check the effect of 

the number of the latent features for the proposed 

recommendation system model. In perspective of the 

computation cost, the fact that the complexity increases 

proportionally to the number of the latent features is explicit. 

However, we expect that the accuracy of the model also can 

be improved with the increased number of the parameters. In 

order for clarifying that, we vary the number of the latent 

features from 1 to 100 while training the proposed model. 

For an equal comparison, all simulation conditions depicted 

in Table 2 are the same for fitting the model except the 

number of latent features. Figure 6 describes the MSE of test 

dataset according to the number of the latent features. When 

the number of the latent features is smaller than 10, the 

inference performance can be highly accelerated as the 

number of the latent features increases. However, we can 

figure out the performance almost reaches saturation when 

the number of the latent features becomes approximately 50. 

Therefore, selecting a proper number of the latent features is 

one of the significant factor to determine the performance 

and design the model. 

What’s more interesting point is that the proposed scheme 

starts to generate better performance compared to the 
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Number of 

latent features

Total number of 

weights in DNN
MSE

1 0.74% 101.1%

2 0.82% 95.2%

5 1.06% 77.5%

10 1.47% 73.6%

15 1.87% 69.5%

20 2.28% 66.4%

30 3.09% 63.3%

40 3.90% 62.6%

50 4.71% 61.6%

100 8.76% 61.4%

(Table 3) Relative performance comparison of 

proposed CF according to the number 

of latent features with the conventional 

DNN based CF 

conventional DNN based CF described in the previous 

subsection, when the number of the latent features becomes 

only 2. Thus, we can verify the superiority of our proposed 

recommendation system from the result of Figure 6. Table 3 

shows the performance comparison of the total number of 

weights in DNN and the MSE of the proposed scheme 

according to the number of latent features when the relative 

value of the conventional DNN based CF described in this 

section is 100%.

4. Conclusion and Future Works

In this paper, we proposed the recommendation system 

structure to enhance the performance of CF. We applied the 

SVD based initialization rather than training the embedding 

layers. This can reduce the number of model weights which 

leads to a decrease in the computation complexity. We 

referred to MovieLens dataset to evaluate our proposed 

method. From the simulation results, we checked the 

proposed scheme can take advantage of avoiding from 

overfitting while training the model. Furthermore, the 

improved MSE performance was obtainable compared to the 

typical DNN aided recommendation system. Lastly, we also 

analyzed the performance according to the number of the 

latent features. The result showed that when the number of 

the latent features exceeds a certain level, the MSE 

performance becomes to be saturated. 

In the future, we will further inspect the performance of 

the proposed recommendation model for various scenarios. 

We expect the proposed scheme could be extended to other 

pragmatic use-cases including a design data platform.
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