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Abstract 

 
With the advancement of Industry 4.0 and Industrial Internet of Things (IIoT), manufacturing 
increasingly seeks automation and intelligence. Temperature and vibration monitoring are 
essential for machinery health. Traditional abnormal state detection methodologies often 
overlook the intricate frequency characteristics inherent in vibration time series and are 
susceptible to erroneously reconstructing temperature abnormalities due to the highly similar 
waveforms. To address these limitations, we introduce synergistic, end-to-end, unsupervised 
Frequency-Time Domain Memory-Enhanced Autoencoders (FTD-MAE) capable of 
identifying abnormalities in both temperature and vibration datasets. This model is adept at 
accommodating time series with variable frequency complexities and mitigates the risk of 
overgeneralization. Initially, the frequency domain encoder processes the spectrogram 
generated through Short-Time Fourier Transform (STFT), while the time domain encoder 
interprets the raw time series. This results in two disparate sets of latent representations. 
Subsequently, these are subjected to a memory mechanism and a limiting function, which 
numerically constrain each memory term. These processed terms are then amalgamated to 
create two unified, novel representations that the decoder leverages to produce reconstructed 
samples. Furthermore, the model employs Spectral Entropy to dynamically assess the 
frequency complexity of the time series, which, in turn, calibrates the weightage attributed to 
the loss functions of the individual branches, thereby generating definitive abnormal scores. 
Through extensive experiments, FTD-MAE achieved an average ACC and F1 of 0.9826 and 
0.9808 on the CMHS and CWRU datasets, respectively. Compared to the best representative 
model, the ACC increased by 0.2114 and the F1 by 0.1876. 

 
Keywords: Abnormal State Detection, Memory Augmentation, Autoencoder, Frequency-
Time Domain. 
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1. Introduction 

As Industry 4.0 emerges and Industrial Internet of Things (IIoT) technology matures, 
contemporary manufacturing is evolving towards increased intelligence and automation. The 
IIoT incorporates sensors, control mechanisms, and analytical tools into industrial machinery, 
facilitating real-time data gathering, remote oversight, and predictive upkeep [1]. While these 
advancements enhance productivity and the efficiency of resource utilization, they also present 
considerable challenges in maintaining the safety and reliability of such systems. Under these 
circumstances, monitoring of temperature and vibration has become critical parameters in 
evaluating the health status of machinery. These metrics offer early alerts to engineers and 
maintenance staff, enabling them to proactively intervene before issues worsen. For instance, 
steam leakage in steam traps compromises system efficiency and leads to energy wastage. By 
monitoring the temperature and vibrations of the steam traps, such leaks can be detected, 
allowing for prompt maintenance and resource-saving [2, 3]. Hence, it is imperative to devise 
efficient and precise methods for detecting temperature and vibration abnormalities. 

Conventional supervised approaches for abnormal state detection depend on a fully 
annotated training set comprising both normal and abnormal samples. These techniques 
usually employ standard classification algorithms such as Support Vector Machines (SVM) 
[4], Decision Trees (DT) [5], or Neural Networks [6]. While these methods excel in a variety 
of application settings, their general applicability is constrained by the availability of labeled 
data. Practically, acquiring abnormal samples is often a challenging task due to their rarity [7]. 

In contrast to supervised methods for abnormal state detection, unsupervised techniques 
can function without the need for labeled samples and primarily consist of statistical, distance-
based, and density-based methods. For instance, K-Nearest Neighbors (K-NN) [8] and Isolated 
Forest (IF) [9] are renowned unsupervised algorithms. While these techniques do not 
necessitate labels, they frequently require manual tuning of parameters, which poses 
challenges in high-dimensional or volatile data settings. Moreover, their high computational 
complexity leads to substantial resource and time consumption, and their sensitivity to noise 
results in elevated rates of false alarms [10]. 

 

 
Fig. 1. Comparison of abnormal and normal samples in CMHS dataset. 

 
Lately, methods of abnormal state detection that rely on reconstruction loss have become 

a promising field. These approaches utilize deep learning models such as autoencoders (AE) 
to learn normal data patterns, using reconstruction loss (the discrepancy between original and 
reconstructed data) as a measure for abnormal scoring. In contrast to traditional techniques, 
these methods can self-learn complex data patterns without manual feature engineering or 
parameter adjustments, typically demonstrating robustness and scalability in high-dimensional 
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environments [11]. Nonetheless, challenges persist in employing AE-based approaches due to 
the subsequent issues: 

(1) In the context of industrial equipment's temperature data, the variation patterns between 
normal and abnormal samples within each sampling period are highly alike. This resemblance 
can lead AE's occasional good generalizing capabilities to mistakenly categorize abnormal 
samples as normal [12], as shown in Fig. 1. A green dashed line segments the temperature data 
gathered by the sensor in every cycle. The blue curve marks the normal samples, while the red 
curve signifies the abnormal ones. 

(2) AE used for abnormal state detection is generally crafted to reconstruct input data within 
the time domain. Yet, the majority of vibration data are not stationary and have features like a 
broad dynamic scope and rapid frequency shifts. Abnormalities usually are not a matter of 
value increase or decrease at a specific time but more about changes in frequency during the 
sample period, as shown in Fig. 2. Fig. 2 (a) displays normal vibrational signals and Fig. 2 (c) 
reveals the spectral graph of those normal signals post-Fast Fourier Transformation (FFT) [13]. 
Fig. 2 (b) represents abnormal vibrational signals and Fig. 2 (d) showcases their spectral graph 
following FFT. As can be observed, the normal signals are rich in low-frequency elements, 
while the abnormal signals have a considerable number of high-frequency elements. 

 

  
(a) CWRU normal sample (b) CWRU abnormal sample 

  
(c) CWRU normal sample spectrogram (d) CWRU abnormal sample spectrogram 

Fig. 2. Comparison of normal and abnormal vibration data and their spectrum plot after Fast Fourier 
Transform in the CWRU dataset. 

 
To tackle the aforementioned challenges, we introduce a new unsupervised abnormal state 

detection model tailored for temperature and vibration time series, named FTD-MAE 
(Frequency-Time Domain Memory-augmented Autoencoders). Provided an input time series, 
the model processes it through both time domain and frequency domain branches, resulting in 
two kinds of reconstruction losses. 

For the time domain branch, the input is encoded into a latent representation through two 
linear layers. This latent representation serves as a query to weight each item in memory, 
generating a latent representation most similar to normal samples. Ultimately, the generated 
latent representation is utilized by the decoder to create a reconstructed time series. 
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In the frequency domain branch, the input is initially transformed into a spectrogram using 
Short-Time Fourier Transform (STFT) [14]. Subsequently, convolutional layers encode this 
spectrogram into a latent representation. Similar to the time domain branch, this latent 
representation also serves as a query to weight each item in memory, generating a latent 
representation most similar to normal samples. Finally, the generated latent representation is 
decoded to produce the reconstructed image. 

The time domain branch focuses on detecting abnormalities in data with simple frequencies. 
On the other hand, the frequency domain branch aims to identify abnormalities in data with 
complex frequencies. Given that unseen data may have different levels of complexity 
compared to the training data, it becomes necessary to calculate the weights. These weights 
correspond to each of the two reconstruction losses after they have been obtained. These 
weights are derived from the ratio of the two losses and a Spectral Entropy test conducted on 
the unseen data [15]. Then the weighted losses are summed to arrive at the final abnormal 
score. 

In summary, this paper makes the following major contributions: 
• We propose an autoencoder model that integrates frequency and time information for 

abnormal state detection in temperature and vibration time series data. It is an 
unsupervised, end-to-end model, capable of efficiently handling data with varying 
frequency complexities. 

• We introduce a memory-augmented method that can encode and constrain the latent 
representations of normal samples, making the reconstructed samples less prone to 
generalization. 

• Experiments on two real datasets demonstrate the effectiveness of the FTD-MAE 
model, outperforming other representative algorithms. The results emphasize the 
benefits of using a memory module and a dual-branch architecture. Additionally, 
ablation studies and sensitivity tests for hyperparameters were conducted, further 
validating the effectiveness and robustness of the proposed method. 

2. Related Work 
In recent years, the field of time-series abnormal state detection has received widespread 
attention from the academic community [16]-[18]. Classical techniques for detecting 
abnormalities (values that significantly deviate from many observations) can be categorized 
into several types. These include methods based on distance metrics [8, 19], methods 
employing density calculation [20, 21], isolation-based methods [9, 22], and strategies based 
on statistical inference [23, 24]. 

2.1 Reconstruction-based time-series abnormal state detection 
Recently, deep learning-based abnormal state detection methods have started to gain 
popularity. Compared to deep learning methods, traditional methods have shortcomings in 
aspects like feature learning, as they may require manual feature engineering, which is both 
time-consuming and potentially inaccurate. Deep learning models can automatically learn 
useful features from the data without relying on domain expertise [25]. One approach focuses 
on using autoencoders with reconstruction errors for abnormal state detection. Examples 
include AE, Variational Autoencoders (VAE) [26], autoencoders based on Recurrent Neural 
Networks [27], and autoencoders based on GANs [28]. However, there are issues with 
reconstruction-based abnormal state detection. The main reasons are twofold. First, AE has 
strong generalization capabilities, which makes it easy for abnormalities in waveform-similar 
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data like temperature data to be reconstructed, thereby affecting the performance of abnormal 
state detection. Second, for non-stationary data like vibration data, AE tends to overlook 
frequency characteristics.  

2.2 Preprocessing methods for frequency complex signals 
Signals with complex frequency components have characteristics such as multiple frequency 
components, susceptibility to noise interference, and nonlinear properties. Preprocessing these 
types of signals is a common problem in signal processing and time series analysis, the primary 
aim of which is to make the signal or data smoother for easier subsequent analysis or 
processing. Common methods include differencing, moving averages [29], wavelet transform 
[30], Hilbert-Huang transform (HHT) [31] and STFT. Among them, only wavelet transform, 
HHT, and STFT are time-frequency graph transform methods that can map 1 dimensional data 
to 2 dimensions, and we compare these three methods in Section 4.7. In comparison to the 
differencing method, moving averages, wavelet transformations and HHT, STFT offers an 
intuitive bi-dimensional representation of time and frequency, which enables clearer capturing 
of the signal's time and spectral attributes. Therefore, we opt to use STFT for the analysis of 
the signal. 

2.3 Evaluation of frequency complexity 
While the STFT can reduce data complexity, it also inherently causes a certain level of data 
loss. Hence, data exclusively processed by STFT may not be fully reliable. In order to 
strengthen the model's robustness, we use a weighted blend of both STFT-processed and non-
STFT-processed data. It's important to note that setting static weights is impractical since the 
features of unseen data cannot be predicted. Therefore, it is necessary to dynamically adjust 
these weights by continually evaluating the frequency complexity of both the original and 
unseen data. There are multiple ways to evaluate the frequency complexity of data, including 
statistical approaches [32], Renyi Entropy [33] and Spectral Entropy [15]. In this study, we 
opt for the Spectral Entropy. Compared to other methods, Spectral Entropy does not rely on 
basic assumptions and has fewer data requirements. It offers a quantitative way to assess the 
uncertainty or complexity of the spectral distribution in time series data. 

2.4 Memory networks 
Weston et al. introduced Memory Networks in 2014 [34]. This is a memory model oriented 
towards external content, applicable to a range of tasks including question answering and 
language modeling. Later, Sukhbaatar et al. proposed an end-to-end version, making it easier 
to train [35]. Kumar et al. proposed Dynamic Memory Networks (DMN) as a variant of 
Memory Networks. DMN integrates external memory components with Recurrent Neural 
Networks (RNN). This enables the model to initially handle the input through RNN and 
subsequently store the outcome in the memory modules [36]. 

3. Methodology 
Our proposed model can be deployed on a cloud server to receive temperature or vibration 
signals sent by sensors. When the reconstruction error exceeds a set threshold, it is considered 
an abnormal state. This is when engineers and maintenance personnel are notified, enabling 
proactive intervention before the problem worsens. 
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3.1 Overview 
The proposed FTD-MAE model consists of two branches: the frequency domain branch and 
the time domain branch. The frequency domain branch is made up of four key components: 
an STFT module (transforming the time series into a 2D spectrogram), an encoder (encoding 
inputs and queries), a decoder (reconstructing the input), and a memory module (memorizing 
the latent representation of normal samples). The encoder consists of three convolutional layers and 
the decoder consists of four linear layers. The time domain branch resembles the frequency 
domain branch but lacks the STFT component. Both the encoder and decoder consist of two linear 
layers. As shown in Fig. 3, the input first enters the time domain branch (green line) where the 
encoder captures its latent representation. Utilizing this latent representation as a query, the 
memory module learns the distance between memories via attention mechanisms and then 
passes it on to the decoder for reconstruction. The original input traverses the frequency 
domain branch (blue line), initially undergoing STFT transformation into a spectrogram, then 
follows the same steps as the time domain branch to generate a reconstructed image. The 
frequency complexity coefficient of the input is determined by Spectral Entropy, which is then 
used to set the weights for the reconstructed time series and image, ultimately yielding an 
abnormal score. 

During the training process, the time domain and frequency domain branches are trained 
separately. Optimization is carried out on the encoder and decoder to minimize the 
reconstruction error and the memory content is simultaneously updated to capture the latent 
representation of the normal data. 
 

 
Fig. 3. An overview of the FTD-MAE. 

 

3.2 Time-series Data Preprocessing 
In vibration data, larger numerical values can expand the range of scales, rendering the model 
insensitive to minor variations in smaller numerical values, which could result in the neglect 
of their crucial properties. Hence, considering the sensor context information under the same 
timestamp, it is necessary to standardize the raw data for all temporal dimensions. 

The raw data 𝐷𝐷 ∈ ℝ𝑛𝑛×𝑇𝑇 is a matrix that consists of 𝑛𝑛 samples of time series. The length of 
each time series is 𝑇𝑇, which signifies the data gathered during each sampling cycle. For every 
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data point 𝑑𝑑, the maximum and minimum values in its corresponding column are utilized as 
the parameters for its normalization. The normalized data 𝑥𝑥 is shown in (1). 

 

𝑥𝑥 =
𝑑𝑑 −𝑀𝑀𝑀𝑀𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐(𝑑𝑑,𝐷𝐷)

𝑀𝑀𝑀𝑀𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐(𝑑𝑑,𝐷𝐷) −𝑀𝑀𝑀𝑀𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐(𝑑𝑑,𝐷𝐷)
(1) 

 
where each column represents a time series segment. 𝑀𝑀𝑀𝑀𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐(𝑑𝑑,𝐷𝐷) refers to the minimum 
value in the column in which 𝑑𝑑 ∈ 𝐷𝐷 is located. 𝑀𝑀𝑀𝑀𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐(𝑑𝑑,𝐷𝐷) refers to the maximum value in 
the column in which 𝑑𝑑 ∈ 𝐷𝐷 is located. 

In temperature data with each row represents a time series segment, normalizing along the 
columns can result in substantial alterations to some time series waveforms, leading to a loss 
of their inherent properties. Therefore, for temperature time series, it is necessary to normalize 
along the rows to maintain the waveform while reducing the range. The normalized data 𝑥𝑥 is 
shown in (2). 

 

𝑥𝑥 =
𝑑𝑑 −𝑀𝑀𝑀𝑀𝑛𝑛𝑟𝑟𝑐𝑐𝑟𝑟(𝑑𝑑,𝐷𝐷)

𝑀𝑀𝑀𝑀𝑥𝑥𝑟𝑟𝑐𝑐𝑟𝑟(𝑑𝑑,𝐷𝐷) −𝑀𝑀𝑀𝑀𝑛𝑛𝑟𝑟𝑐𝑐𝑟𝑟(𝑑𝑑,𝐷𝐷)
(2) 

 
where 𝑀𝑀𝑀𝑀𝑛𝑛𝑟𝑟𝑐𝑐𝑟𝑟(𝑑𝑑,𝐷𝐷) refers to the minimum value in the row in which 𝑑𝑑 ∈ 𝐷𝐷  is located. 
𝑀𝑀𝑀𝑀𝑥𝑥𝑟𝑟𝑐𝑐𝑟𝑟(𝑑𝑑,𝐷𝐷) refers to the maximum value in the row in which 𝑑𝑑 ∈ 𝐷𝐷 is located. 

While this method of data normalization enhances the stability of the algorithm for 
abnormal state detection, it may cause the model to fit larger temporal trends due to similar 
trends across various temperature data segments, thus neglecting fluctuations at smaller time 
scales. Hence, the time domain branch of FTD-MAE attenuates the trends in temperature time 
series and pays more attention to short-term fluctuations, while the frequency domain branch 
does not dampen the trends due to the scale issues of its window function. (Preprocessing 
performance analysis is detailed in the section 4.6). The equation below is utilized to elucidate 
the procedure for detrending preprocessing. 

 

𝐽𝐽(𝛼𝛼,𝛽𝛽) = � (𝑥𝑥(𝑡𝑡) − 𝛼𝛼 − 𝛽𝛽𝑡𝑡)2
𝑇𝑇

𝑡𝑡=1
(3) 

 
where 𝐽𝐽(𝛼𝛼,𝛽𝛽) is the minimization objective function, and the values of 𝛼𝛼 and 𝛽𝛽 need to be 

estimated by least squares to minimize 𝐽𝐽(𝛼𝛼,𝛽𝛽). 𝑥𝑥(𝑡𝑡) ∈ ℝ𝑇𝑇 is the original input. (4) and (5) can 
be derived by taking the partial derivatives of 𝐽𝐽(𝛼𝛼,𝛽𝛽) with respect to 𝛼𝛼 and 𝛽𝛽 and setting them 
to zero. 

 
𝜕𝜕𝐽𝐽
𝜕𝜕𝛼𝛼

= −2� (𝑥𝑥(𝑡𝑡) − 𝛼𝛼 − 𝛽𝛽𝑡𝑡)
𝑇𝑇

𝑡𝑡=1
= 0 (4) 

 
𝜕𝜕𝐽𝐽
𝜕𝜕𝛽𝛽

= −2� 𝑡𝑡(𝑥𝑥(𝑡𝑡) − 𝛼𝛼 − 𝛽𝛽𝑡𝑡)
𝑇𝑇

𝑡𝑡=1
= 0 (5) 

 
Solving these two equations will result in (6) and (7). 

 

𝛼𝛼 =
∑ 𝑥𝑥(𝑡𝑡) − 𝛽𝛽𝑇𝑇
𝑡𝑡=1 ∑ 𝑡𝑡𝑇𝑇

𝑡𝑡=1

𝑇𝑇
(6) 
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𝛽𝛽 =
𝑇𝑇∑ 𝑡𝑡𝑥𝑥(𝑡𝑡)𝑇𝑇

𝑡𝑡=1 − ∑ 𝑥𝑥(𝑡𝑡)𝑇𝑇
𝑡𝑡=1 ∑ 𝑡𝑡𝑇𝑇

𝑡𝑡=1

𝑇𝑇 ∑ 𝑡𝑡2𝑇𝑇
𝑡𝑡=1 − (∑ 𝑡𝑡𝑇𝑇

𝑡𝑡=1 )2
(7) 

 
After obtaining the estimated values of 𝛼𝛼 and 𝛽𝛽, substituting them into (8) yields the output 

trend 𝑦𝑦(𝑡𝑡). 
 

𝑦𝑦(𝑡𝑡) = 𝑥𝑥(𝑡𝑡) − (𝛼𝛼 + 𝛽𝛽𝑡𝑡) (8) 
 

3.3 Model Structure 

3.3.1 Short-time Fourier Transform 
As shown in Fig. 4, when the time series is input into the frequency domain branch of the 
model, it first undergoes STFT to produce a two-dimensional image containing time and 
corresponding frequencies. The time series is then decomposed into M sub-sequences with 
overlapping sections through a sliding Hamming window. The expression is shown in (9). 

 
Fig. 4. STFT workflow implementation with Hamming Window. 

 

M = 1 +
𝑀𝑀𝑐𝑐𝑟𝑟𝑜𝑜 − 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑀𝑀𝑛𝑛
(9) 

 
where 𝑀𝑀𝑐𝑐𝑟𝑟𝑜𝑜  denotes the number of samples of the original signal, the window length is 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  and the window overlap length is 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑀𝑀𝑛𝑛 . This allows each subsequence to 
smoothly converge to zero at both ends, thus reducing the spectral leakage due to non-
periodicity, and the expression for the Hamming window is shown in (10). 
 

𝑤𝑤(𝑛𝑛) = 0.54− 0.46 𝑐𝑐𝑛𝑛𝑛𝑛 �
2𝜋𝜋𝑛𝑛
𝑁𝑁 − 1

� (10) 

 
where 𝑤𝑤(𝑛𝑛) is the value of the window function at moment 𝑛𝑛, 𝑁𝑁 is the total length of the 
window function and 𝑛𝑛 is the index of each discrete time point of the window function.     

Window length selection can be made according to the characteristics of the signal. For 
signals with a fast change trend (temperature), a shorter window can be used to better capture 
changes in time. For signals that trend more slowly (vibration), a longer window can be used 
for more accurate frequency analysis. 

The aggregation of Fourier transformations for each sub-sequence constitutes the outcome 
of the STFT, as indicated in (11). 
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𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺{𝑥𝑥[𝑛𝑛]}(𝑚𝑚,𝜔𝜔) = � 𝑥𝑥[𝑛𝑛]𝑤𝑤[𝑛𝑛 −𝑚𝑚]𝑛𝑛−𝑗𝑗𝑗𝑗𝑛𝑛
∞

𝑛𝑛=−∞
(11) 

 
where 𝑥𝑥[𝑛𝑛] is the input signal, 𝑤𝑤[𝑛𝑛 −𝑚𝑚] is the window function, 𝑚𝑚 is the time domain index 
of the window centre,  𝜔𝜔 is the frequency, 𝑆𝑆𝑇𝑇𝑆𝑆𝑇𝑇{𝑥𝑥[𝑛𝑛]}(𝑚𝑚,𝜔𝜔) is the STFT of the signal at time 
domain index 𝑚𝑚 and frequency 𝜔𝜔. 

3.3.2 Encoder and Decoder 
The encoder is responsible for extracting the latent representation from the input, which is then 
used as a query to fetch relevant units stored in memory. The decoder is trained to reconstruct 
samples based on memory and queries. The formulations for the encoder and decoder are 
presented in (12) and (13). 
 

𝐳𝐳 = 𝑓𝑓𝑒𝑒(𝐱𝐱) (12) 
 

𝐱𝐱� = 𝑓𝑓𝑑𝑑(𝐳𝐳�) (13) 
 
where 𝐳𝐳 denotes the latent representation of the output of the input sample 𝐱𝐱 (input time series 
or input image) after passing through the encoder 𝑓𝑓𝑒𝑒(·). Unlike standard autoencoders, 𝐳𝐳 in 
each branch of FTD-MAE is not equal to 𝐳𝐳�. 𝐳𝐳 is passed through the retrieval memory to get 
latent representation 𝐳𝐳�, and then 𝐳𝐳� is passed through the decoder 𝑓𝑓𝑑𝑑(·) to get the reconstruction 
sample 𝐱𝐱� (reconstructed time series or reconstructed images). 

3.3.3 Memory Module 
The encoder transforms the input samples into a latent representation 𝐳𝐳 ∈ ℝ𝐾𝐾. The memory 
𝑀𝑀 ∈ ℝ𝑁𝑁×𝐾𝐾  is composed of 𝑁𝑁 memory items 𝑚𝑚 ∈ ℝ𝑁𝑁 , each with a fixed dimension of 𝐾𝐾 . 
Within FTD-MAE, the value of 𝐾𝐾 is different for each branch. The attention addressing vector 
𝒑𝒑 ∈ ℝ𝑁𝑁 is calculated as the inner product of the latent representation and each memory item, 
intending to gauge the match between the latent representation and each individual memory 
unit. 𝑆𝑆𝑛𝑛𝑓𝑓𝑡𝑡𝑚𝑚𝑀𝑀𝑥𝑥 is then applied to the match scores between each memory item and the latent 
representation, yielding similarity distances that are key to capturing important characteristics 
of normal samples in memory. The formulation for the similarity distance associated with each 
memory unit is presented in (14). 
 

𝑛𝑛𝑜𝑜 = 𝑆𝑆𝑛𝑛𝑓𝑓𝑡𝑡𝑚𝑚𝑀𝑀𝑥𝑥(𝐳𝐳𝑚𝑚𝑜𝑜
𝑇𝑇) =

exp�𝐳𝐳𝑚𝑚𝑜𝑜
𝑇𝑇�

� exp�𝐳𝐳𝑚𝑚𝑗𝑗
𝑇𝑇�

𝑁𝑁

𝑗𝑗=1

(14) 

 
where 𝑛𝑛𝑜𝑜 denotes the i-th attention addressing vector, and 𝑚𝑚𝑜𝑜 denotes the i-th memory item. 

A higher value of 𝑛𝑛𝑜𝑜 means that the addressing vector corresponding to that value is more 
similar to the normal sample, and a lower value of 𝑛𝑛𝑜𝑜  means less similarity. Using these 
addressing vectors treated with 𝑆𝑆𝑛𝑛𝑓𝑓𝑡𝑡𝑚𝑚𝑀𝑀𝑥𝑥  to reconstruct the latent representations 𝐳𝐳�  with 
memory will make the latent representations closer to the normal samples. The expression is 
shown in (15). 
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𝐳𝐳� = 𝒑𝒑𝑀𝑀 = � 𝑛𝑛𝑜𝑜𝑚𝑚𝑜𝑜

𝑁𝑁

𝑜𝑜=1
(15) 

 
While backpropagation for parameter updates may reduce the magnitude of addressing vectors 
with low relevance to normal samples, when the number of addressing vectors hits a certain 
size, even low-magnitude addressing vectors can still reconstruct abnormal samples through 
linear combinations. To address this, we incorporate the addressing adjustment technique 
proposed by Gong et al [37], as shown in (16), which limit the size of the addressing vector 
𝑛𝑛𝑜𝑜. 
 

�̂�𝑛𝑜𝑜 =
max(𝑛𝑛𝑜𝑜 − 𝜆𝜆, 0) ⋅ 𝑛𝑛𝑜𝑜

|𝑛𝑛𝑜𝑜 − 𝜆𝜆| + 𝜖𝜖
(16) 

 
where  𝜆𝜆 is a sparsity threshold that allows 𝑛𝑛𝑜𝑜 less than 𝜆𝜆 to become 0. In order to prevent the 
denominator from being zero, a positive number 𝜖𝜖 nearly equal to zero is added. With the 
addition of the addressing correction technique, (15) needs to be modified to (17). 
 

𝐳𝐳� = 𝒑𝒑�𝑀𝑀 = � �̂�𝑛𝑜𝑜𝑚𝑚𝑜𝑜

𝑁𝑁

𝑜𝑜=1
(17) 

 

3.4 Anormal State Detection 

3.4.1 Loss Function 
In the course of training, the frequency domain and time domain branches are individually 
trained, with the training set comprising only normal samples. The objective of training is to 
have the reconstructed samples closely approximate the normal samples; therefore, we employ 
mean squared error as the loss function. The formulae are shown in (18) and (19). 
 

ℒ𝑠𝑠(𝑥𝑥𝑠𝑠, 𝑥𝑥�𝑠𝑠) =
1
𝑛𝑛
� (𝑥𝑥𝑠𝑠𝑗𝑗 − 𝑥𝑥�𝑠𝑠𝑗𝑗)2

𝑛𝑛

𝑗𝑗=1
(18) 

 

ℒ𝑜𝑜𝑖𝑖𝑖𝑖�𝑥𝑥𝑜𝑜𝑖𝑖𝑖𝑖,𝑥𝑥�𝑜𝑜𝑖𝑖𝑖𝑖� =
1
𝑑𝑑
� (𝑥𝑥𝑜𝑜𝑖𝑖𝑖𝑖𝑗𝑗

− 𝑥𝑥�𝑜𝑜𝑖𝑖𝑖𝑖𝑗𝑗
)2

𝑑𝑑

𝑗𝑗=1
(19) 

 
where 𝑥𝑥𝑠𝑠 is the input time series and 𝑥𝑥�𝑠𝑠 is the reconstructed time series. 𝑛𝑛 denotes the number 
of time points in the time series. 𝑥𝑥𝑜𝑜𝑖𝑖𝑖𝑖 is the input image and 𝑥𝑥�𝑜𝑜𝑖𝑖𝑖𝑖 is the reconstructed image. 
𝑑𝑑 denotes to the number of pixel points in the image. 

3.4.2 Weighted Abnormal Score 
Faced with various kinds of data, the performance of the frequency domain and time domain 
branches can differ. When the input data has low frequency complexity, the time domain 
branch becomes more sensitive to amplitude fluctuations at individual time points; whereas if 
the input data has high frequency complexity, the frequency domain branch is better at 
capturing the time series' frequency characteristics. Hence, assessing the frequency complexity 
of the input time series is crucial. In this study, we utilize Spectral Entropy as the metric for 
frequency complexity. Initially, the Fast Fourier transform of the signal 𝑥𝑥(𝑇𝑇) is computed to 
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obtain its frequency representation denoted as 𝑆𝑆(𝒇𝒇), 𝒇𝒇 ∈ {0,1,2, … ,𝑇𝑇 − 1}. 𝑇𝑇 denotes the total 
number of time points. 
 

𝑆𝑆(𝒇𝒇) = FFT{𝑥𝑥(𝑇𝑇)} = �  
𝑇𝑇−1

𝑡𝑡=0

𝑥𝑥(𝑡𝑡) ⋅ 𝑛𝑛−
2𝜋𝜋𝑜𝑜
𝑇𝑇 𝒇𝒇𝑡𝑡,𝒇𝒇 ∈ {0,1,2, … ,𝑇𝑇 − 1} (20) 

 
where FFT{·} refers to the Fast Fourier transform. 𝑀𝑀 is an imaginary unit.  

Calculate the magnitude 𝑀𝑀(𝒇𝒇) of the f-th frequency, followed by normalization in the 
frequency dimension to obtain 𝑛𝑛(𝒇𝒇).  
 

𝑀𝑀(𝒇𝒇) = ∣ 𝑆𝑆(𝒇𝒇) ∣ (21) 
 

𝑛𝑛(𝒇𝒇) =
𝑀𝑀(𝒇𝒇)

∑ 𝑀𝑀(𝑀𝑀)𝑇𝑇−1
𝑜𝑜=0

(22) 

 
The weighting factor 𝜃𝜃 can be calculated by substituting the normalized frequencies into (23). 
 

𝜃𝜃 = −� 𝑛𝑛(𝒇𝒇) log2 (𝑛𝑛(𝒇𝒇) + 𝜖𝜖)
𝑇𝑇−1

𝒇𝒇=𝟎𝟎
(23) 

 
where 𝜃𝜃 denotes the Spectral Entropy, which is a scalar whose larger value indicates a higher 
frequency complexity of the input signal. 𝜖𝜖 is a very small positive number. 

Although the weights of the image reconstruction loss ℒ𝑜𝑜𝑖𝑖𝑖𝑖 and the sequence 
reconstruction loss ℒ𝑠𝑠 can be controlled by 𝜃𝜃, the size of the two losses themselves affects the 
weights, so an additional parameter 𝜎𝜎 is needed to scale the two weights to a close range. 
 

𝜎𝜎 =
ℒ𝑜𝑜𝑖𝑖𝑖𝑖
∗

ℒ𝑠𝑠∗
(24) 

 
where ℒ𝑜𝑜𝑖𝑖𝑖𝑖

∗  denotes the final threshold of the frequency domain branch of the model selected 
on the validation set. ℒ𝑠𝑠∗ refers to the final threshold selected on the validation set for the time 
domain branch of the model. The final abnormal score 𝜑𝜑 is shown in (25). 
 

𝜑𝜑 = 𝜃𝜃ℒ𝑜𝑜𝑖𝑖𝑖𝑖 + 𝜎𝜎ℒ𝑠𝑠 (25) 
 

4. Experiment Results 

4.1 Datasets 
In this paper, the Condition Monitoring of Hydraulic Systems (CMHS) dataset was selected 
for temperature data [38] and the Case Western Reserve University (CWRU) bearing dataset 
was selected for vibration data [39]. 

The CMHS was obtained by means of a hydraulic test bed. The test bench consists of a 
primary working circuit connected through a tank and a secondary cooling and filtering circuit, 
where the system cycle repeats a constant load cycle (duration 60 seconds) and measures 
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process values such as pressure, volume flow and temperature, while quantitatively changing 
the state of four hydraulic components (coolers, valves, pumps and accumulators) [38]. In this 
study, we choose data where the ‘stability flag’ is 1 and aside from the cooler, all other 
components are largely normal, to represent abnormal states, and we consider data where the 
cooler is functioning normally and the ‘stability flag’ is 0 as representing normal states. Finally, 
a portion of the data is randomly selected for experimentation. 

In terms of vibration data, Case Western Reserve University utilized a 2-horsepower 
Reliance electric motor for collecting acceleration data at different positions relative to the 
bearings of the motor. Artificial faults were induced on the inner raceway, rolling elements, 
and outer raceway with diameters ranging from 0.007 to 0.040 inches. The faulty bearings 
were then reinstalled into the testing motor and vibration data were logged when the motor 
was under loads ranging from 0 to 3 horsepower and with rotational speeds from 1797 to 1720 
RPM [39]. In this study, data specifically came from tests under a 3-horsepower motor load, 
with a fault size of 0.021 inches. Details of the dataset are shown in Table 1. 
 

Table 1. Description of the dataset 
Dataset Abnormal Ratio Quantities Length 
CMHS 33.19% 2205 60 
CWRU 42.92% 664 1280 

 

4.2 Metrics 
In this study, we used Accuracy and F1-Score as metrics to evaluate the performance of the 
model. Accuracy is the proportion of the number of samples that are correctly classified to the 
total number of samples. This metric provides an intuitive depiction of the model's level of 
accuracy in classifying the entire dataset. The expression is shown in (26). 
 

Accuracy =
TP + TN

N
(26) 

 
where TP refers to True Positives, TN refers to True Negatives, and N refers to the total sample 
size. Nonetheless, the CMHS and CWRU datasets have certain data imbalances. Relying 
solely on accuracy as an evaluation metric is insufficiently rigorous, so we have also included 
an additional metric, F1 Score. 

The F1-Score is the harmonic mean of Precision and Recall and is a composite metric. It is 
used in cases where there is a category imbalance in the dataset and can balance the effects of 
FP (False Positives) and FN (False Negatives). 
 

Precision =
TP

TP + FP
(27) 

 

Recall =
TP

TP + FN
(28) 

 

F1-Score = 2 ×
Precision × Recall
Precision + Recall

(29) 
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4.3 Experiment Environment Settings 
On the CMHS dataset, the FTD-MAE frequency domain branch has an STFT window size of 
3, a per-minute sampling frequency of 60, and produces 100x100 images. The encoder has 
three convolutional layers (The convolution kernel is 3 and the step size is 2), while the 
decoder has four linear layers (The number of neurons is 128, 256, 512, 1002 respectively). 
The size of the memory module is 2000 with a sparsity threshold of 0.0025. Only normal 
samples are included in the training and validation sets. The ratio of positive samples in the 
training, validation, and test sets is 7:1:2. The training batch size is 32, the learning rate is 2e-
4, and the number of epochs is 200. The time domain branch of FTD-MAE uses two linear 
layers for both encoding (The number of neurons is 64, 128 respectively) and decoding (The 
number of neurons is 128, 60 respectively), with a memory module size of 100 and a sparsity 
threshold of 0.008. The data partitioning method is identical to that of the frequency domain 
branch. The batch size for training is 8, the learning rate is 1e-4, and the epoch is 50. 

On the CWRU dataset, the frequency domain branch of FTD-MAE uses an STFT window 
size of 8, with a sampling rate of 1280 per minute, generating images of size 256*256. The 
encoder and decoder are the same as CHMS, but the number of neurons in the last layer of the 
decoder is 2562. The size of the memory module is 2000, with a sparsity threshold of 0.0025. 
Only normal samples are included in the training and validation sets. The ratio of positive 
samples in the training, validation, and test sets is 7:1:2. The training batch size is 32, with a 
learning rate of 1e-4, and the epoch is 50. The encoder and decoder in the FTD-MAE time 
domain branch consist of two linear layers. The number of encoder neurons is 400, 800 
respectively. The number of decoder neurons is 800, 128 respectively. The storage module 
size is 500, sparsity threshold is 0.0025, and the dataset is partitioned in the same manner as 
the frequency domain branch. The training batch size is 8, the learning rate is 1e-4, and the 
number of epochs is 50. 

4.4 Comparison of FTD-MAE with Representative Models 
In this experiment, we compare FTD-MAE with six other representative models, including 
AE, VAE, Isolation Forest, PCA (Principal Component Analysis) [40], OC-SVM [41] and 
LSTM (Long Short-Term Memory) [42]. The encoders and decoders of AE, VAE and the time 
domain branch of FTD-MAE are the same. ACC and F1-Score results of FTD-MAE as 
compared to other representative models are displayed in Table 2. It can be seen that the ACC 
and F1-Score of FTD-MAE on the CMHS dataset are 0.9734 and 0.9668, respectively, which 
are 2.66% and 3.75% higher than the best representative model. On the CWRU dataset, FTD-
MAE records an ACC and F1-Score of 0.9917 and 0.9948, surpassing the best representative 
model by 39.61% and 33.76% respectively. 
 

Table 2. Performance of FTD-MAE and six representative models 

Model CMHS CWRU 
ACC F1 ACC F1 

Isolation Forest 0.9263 0.9016 0.1773 0.2774 
PCA 0.9427 0.9251 0.1607 0.2628 

OC-SVM 0.8486 0.8348 0.2881 0.4473 
LSTM 0.9468 0.9293 0.4792 0.5104 

AE 0.9448 0.9256 0.5956 0.6572 
VAE 0.9366 0.9136 0.4626 0.4921 

FTD-MAE 0.9734 0.9668 0.9917 0.9948 
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4.5 Applicability Experiments for the Proposed Module 
FTD-MAE-F means that FTD-MAE uses only frequency domain branches for inference. FTD-
MAE-T means that FTD-MAE uses only time domain branches for inference. The non sparse 
means that sparsity threshold is not used in the model's memory module to restrict memory 
items. The non memory means that no memory module is used between the encoder and 
decoder, it is equivalent to regular AE. 

From Table 3, it can be seen that for CHMS data with lower frequency complexity, FTD-
MAE-T outperforms FTD-MAE-F. This is because when frequency complexity is low, 
abnormalities in the data are more likely to occur in short-term fluctuations or sudden changes, 
rather than distributed across the entire frequency range. FTD-MAE-T excels in capturing 
these short-term abnormal shifts since it analyzes data directly within its time domain, 
allowing for more accurate pinpointing and identification of local abnormal. Conversely, FTD-
MAE-F focuses mainly on features in the frequency domain, making it more suitable for 
handling data with high-frequency complexity or obvious periodicity. In such data, 
abnormalities are likely to manifest as sudden changes in frequency components, therefore, 
FTD-MAE-F performs better in CWRU data with high-frequency complexity. Without a 
sparsity threshold, the performance of both FTD-MAE-F and FTD-MAE-T declines, with 
FTD-MAE-T experiencing the most significant drop in performance on the CWRU dataset. 
This is because too many memory items can better reconstruct abnormal samples. FTD-MAE's 
overall performance suffers when it lacks a memory module, because AE's generalization is 
strong. Without a memory module to regulate reconstruction, even abnormal samples can be 
effectively reconstructed. 
 

Table 3. Various experimental results applying FTD-MAE with the datasets 

Model CMHS CWRU 
ACC F1 ACC F1 

FTD-MAE-F 0.9387 0.9197 0.9834 0.9896 
FTD-MAE-T 0.9611 0.9491 0.6898 0.7596 

FTD-MAE-F-non sparse 0.9141 0.8833 0.9695 0.9811 
FTD-MAE-T- non sparse 0.9591 0.9459 0.4598 0.4909 
FTD-MAE- non sparse 0.9693 0.9614 0.9668 0.9792 

FTD-MAE-F-non memory 0.9243 0.8986 0.9806 0.9879 
FTD-MAE-T-non memory 0.9448 0.9256 0.5956 0.6572 
FTD-MAE-non memory 0.9468 0.9293 0.9806 0.9879 

FTD-MAE 0.9734 0.9668 0.9917 0.9948 
 

Fig. 5 and Fig. 6 illustrate the difference in abnormal sample reconstruction between the 
frequency and time domain branches of FTD-MAE, both with and without the memory module. 
Fig. 5 only utilizes the time domain branch of FTD-MAE. It can be seen from the figure that 
without the memory module, the model can generalize well across the abnormal samples in 
both datasets, especially evident in the vibration data. On the other hand, adding a memory 
module leads to significant differences. Fig. 6 only employs the frequency domain branch of 
FTD-MAE. Without the memory module, this model overgeneralizes the CMHS data, 
resulting in too small reconstruction errors for the abnormal samples. After adding the memory 
module, the reconstruction errors for both datasets increase correspondingly. 
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(a) FTD-MAE non-memory time domain branch abnormal sample in CMHS  

 
(b) FTD-MAE time domain branch abnormal sample in CMHS 

 
(c) FTD-MAE non-memory time domain branch abnormal sample in CWRU 

 
(d) FTD-MAE time domain branch abnormal sample in CWRU 

Fig. 5. Comparison of reconstructed abnormal samples in FTD-MAE time domain branch with and 
without memory module. 

 

 
(a) FTD-MAE non-memory frequency domain branch abnormal sample in CMHS  
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(b) FTD-MAE frequency domain branch abnormal sample in CMHS 

 
(c) FTD-MAE non-memory frequency domain branch abnormal sample in CWRU 

 
(d) FTD-MAE frequency domain branch abnormal sample in CWRU 

Fig. 6. Comparison of reconstructed abnormal samples in FTD-MAE frequency domain branch with 
and without memory module. 

 
In summary, FTD-MAE-T excels at capturing time domain features, while FTD-MAE-F 

specializes in capturing frequency characteristics. Together, they make the model robust to 
different types of data. The memory module and sparsity threshold jointly constrain the 
model's generalization, thereby further enhancing its robustness. 

4.6 Temperature Data Preprocessing 
Since the trends of individual temperature time series are closely aligned, the model could 
potentially fit the data trends at large time scales, neglecting variations at smaller scales. 
Therefore, we apply trend attenuation in processing these temperature time series. The 
frequency domain branch doesn't attenuate the trend, as its window function lowers time 
resolution and makes it challenging to detect short-term fluctuations. MinMax-Scale 
corresponds to (2), while Detrend corresponds to (8). We compared the two preprocessing 
methods on the CMHS temperature dataset, and the results are shown in Table 4. The 
frequency domain branch had a higher score when data was processed using MinMax-Scale, 
while the time domain branch scored higher when data was processed using Detrend. 

4.7 Time-frequency Map Transformation Method 
In this section, we compare the performance of three time-frequency map transformation 
methods, wavelet transform, Hilbert-Huang transform (HHT) and STFT, on the FTD-MAE  
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Table 4. Temperature data preprocessing comparison 

Preprocessing FTD-MAE-T FTD-MAE-F FTD-MAE-T-
non memory 

FTD-MAE-F-
non memory 

ACC F1 ACC F1 ACC F1 ACC F1 
MinMax-Scale 0.9162 0.8864 0.9387 0.9197 0.8998 0.8588 0.9243 0.8986 

Detrend 0.9611 0.9491 0.9039 0.8698 0.9448 0.9256 0.8957 0.8571 
 
frequency domain branch. The result is shown in Table 5. From the table, it's apparent that on 
complex frequency vibration dataset, STFT, wavelet transform, and HHT perform similarly. 
However, for temperature dataset with trends, wavelet transform and HHT show significantly 
lower ACC than STFT. This is likely because, despite their variable time-frequency resolution, 
wavelet transform and HHT may struggle to maintain a consistent time-frequency resolution 
like STFT in signals with long-term trends, impacting result accuracy. 
 

Table 5. Performance of FTD-MAE frequency domain branch on two datasets with different time-
frequency map transformation methods 

Methods CMHS CWRU 
ACC F1 ACC F1 

wavelet transform 0.8299 0.9072 0.9815 0.9866 
HHT 0.8402 0.9131 0.9842 0.9901 
STFT 0.9387 0.9197 0.9834 0.9896 

 

4.8 Memory Size 
The size of the memory module affects the reconstruction quality. If the memory module is 
too small, the model will not be effective in reconstructing any samples; if it is too large, it 
may result in better reconstruction of abnormal samples. Hence, we evaluated the size of each 
memory module, as shown in Fig. 7. The selection of the memory size is highly correlated 
with the data complexity. For temperature time series with low complexity, only a small 
memory is needed to achieve better reconstruction of normal samples and suppression of 
abnormal samples (Fig. 7 a). Relative to the more complex vibrational time series, the optimal 
memory size reaches 500, far exceeding the temperature time series (Fig. 7 b). Unlike time 
series, image data after STFT is more complex, so the optimal memory size is 2000 (Fig. 7 c 
and d). 
 

  
(a) CMHS FTD-MAE time domain branch (b) CWRU FTD-MAE time domain branch 
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(c) CMHS FTD-MAE frequency domain 

branch 
(d) CWRU FTD-MAE frequency domain 

branch 
Fig. 7. Performance of each branch of FTD-MAE on CMHS and CWRU datasets with different 

memory sizes. 
 

4.9 Weighting Factor 
Given the differing frequency complexities of time series, the weights for the FTD-MAE time 
domain and frequency domain branches should also vary. Manually setting thresholds is often 
laborious and may not be reliable when the frequency complexity of the input data is not 
known. We use Spectral Entropy as the weighting coefficient (the higher the coefficient, the 
higher the frequency complexity) to dynamically adjust the weight between the two branches, 
thereby improving the model's robustness. To validate the effectiveness of this method, we 
have manually configured some scaling coefficients for comparison, as illustrated in Fig. 8. 
The Spectral Entropy-weighted coefficients approach the highest accuracy on both datasets. 
 

  
(a) CMHS FTD-MAE  (b) CWRU FTD-MAE  

Fig. 8. Performance of FTD-MAE on CMHS and CWRU datasets with different weighting factor 
sizes. 

5. Conclusion 
Due to the waveform similarity in temperature time series and the high-frequency complexity 
in vibration time series within industrial equipment, we propose a new FTD-MAE model. The 
model is composed of frequency domain and time domain branches, effectively capturing the 
frequency characteristics in high-frequency vibration data and short-term fluctuations in low-
frequency temperature data. A memory module between the branch encoder and decoder 
enables FTD-MAE to learn normal data patterns, minimizing over-generalization on abnormal 
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samples. Additionally, the weights of the branches can be dynamically adjusted using Spectral 
Entropy, thereby adapting to time series with different frequency complexities and reducing 
computational costs. After rigorous testing, FTD-MAE demonstrated remarkable performance 
on the CMHS and CWRU datasets, with an average ACC of 0.9826 and an average F1 score 
of 0.9808, respectively.  When compared to the top-performing model, there was an 
enhancement of 0.2114 in average ACC and 0.1876 in average F1 score. 

Although FTD-MAE has achieved good performance, its performance improvement is 
more dependent on each branch itself. The association of two branches is only in the inference 
part of the model, which balances the decisions of the branches through the weight factor. In 
the future, we will utilize the features of each branch in the training process, perform feature 
fusion, and eventually reconstruct a time series directly. 
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