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Abstract 

 
A fetoscope is an optical endoscope, which is often applied in fetoscopic laser 
photocoagulation to treat twin-to-twin transfusion syndrome. In an operation, the clinician 
needs to observe the abnormal placental vessels through the endoscope, so as to guide the 
operation. However, low-quality imaging and narrow field of view of the fetoscope increase 
the difficulty of the operation. Introducing an accurate placental vessel segmentation of 
fetoscopic images can assist the fetoscopic laser photocoagulation and help identify the 
abnormal vessels. This study proposes a method to solve the above problems. A novel encoder-
decoder network with a dual-path structure is proposed to segment the placental vessels in 
fetoscopic images. In particular, we introduce a channel attention mechanism and a continuous 
convolution structure to obtain multi-scale features with their weights. Moreover, a switching 
connection is inserted between the corresponding blocks of the two paths to strengthen their 
relationship. According to the results of a set of blood vessel segmentation experiments 
conducted on a public fetoscopic image dataset, our method has achieved higher scores than 
the current mainstream segmentation methods, raising the dice similarity coefficient, 
intersection over union, and pixel accuracy by 5.80%, 8.39% and 0.62%, respectively. 
 
 
Keywords:  Fetoscopy, Deep Learning, Vessel Segmentation, Twin-to-Twin Transfusion 
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1. Introduction 

During a fetoscopic laser photocoagulation, doctors need to observe the blood vessels 
through a fetoscope, to obtain information about the target vessels [1, 2]. However, due to the 
small size of the fetoscope, its field of view is too narrow to have good visibility [3]. Therefore, 
it is hard to observe the complete vascular tree at one time. What is worse, many small vessels 
are easily out of view from human eyes. Through image segmentation of fetoscopic images, 
the interesting objects like blood vessels can be extracted. In this way, one can quickly and 
accurately obtain the target information. In recent years, computer-assisted intervention 
technologies based on deep learning has become a research hotspot. In particular, deep 
learning methods like Fully Convolutional Networks (FCN) [4] and U-net [5] have been 
widely applied in the field of medical image segmentation. 

However, it is still a challenge to realize the automatic segmentation of placental vessels in 
fetoscopic images due to the problems like poor imaging quality, low contrast, and large 
changes in vessel shape of the fetoscope. Due to the limitations of equipments and the complex 
intrauterine environment, various problems occur in the imaging. As depicted in Fig. 1, for 
example, excessive highlights (the first one), shadows (the second one), impurity tissue 
occlusion (the third one), and unclear vascular edge (the fourth one) are the common issues 
that prevent an effective automatic segmentation. In order to achieve a more accurate 
segmentation of blood vessels under the above situations, a variety of improvements had been 
proposed for the current deep networks, e.g., U-net [5], to achieve a better segmentation effect. 
In particular, Oktay et al. [6] introduced an attention mechanism on the basis of U-net to have 
an attention U-net. RU-net and R2U-net [7] replaced the convolutional layers in U-net with 
recurrent convolutional layers. W-net [8] was formed by bridging two U-nets. Zhou et al. [9] 
redesigned the skip connection of U-net, to proposed U-net++, and adopted the nested dense 
skip connection. KiU-net [10] combined Ki-net and U-net through a dual-path structure, so 
that the networks on both sides can obtain complementary information. An asymmetrical 
multitask attention U-net [11] also proposed by dividing the segmentation task into two stages. 
In this design, the latter stage used the hierarchical feature map of the previous stage. BiO-Net 
[12] made an inference from a recursive manner by reusing modules without introducing 
additional parameters. Liu Tao [13] designed a network based on graph reasoning, which 
added a prior knowledge on the shape constraints to improve the segmentation. However, we 
observed that U-net and all of its current upgraded versions were far from promising in the 
task of fetoscopic placental vessel segmentation.  

 

 
Fig. 1. Fetoscopic images from the Fetoscopy Placenta dataset [14]. The red arrows indicate three 

typical problems that affect the observation of blood vessels, such as excessive highlighting, shadows, 
and impurity tissue in the uterus. The last image shows an issue of unclear vascular edge. 

 
In this paper, we design an encoder-decoder network with a dual-path structure to segment 

placental vessels in fetoscopic images, which is named as Dual-Path Fetoscopic network 
(DPF-net). In the encoder blocks, we introduce a multi-scale continuous convolution structure 
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to obtain rich feature information. At the same time, each encoder block and decoder block 
has a channel attention mechanism to emphasize the more relevant channels. What is more, 
each block has a switching connection with the block corresponding to the other path, to fuse 
the two paths. In this way, the network is able to capture more helpful information. Our 
experimental results confirm our expectations as well.  

The main contributions of this work are as follows: 
(1) A novel dual-path encoder-decoder network is designed to segment the complex 

placental blood vessels in fetoscopic images to assist doctors to obtain the required information 
about blood vessels. 

(2) The key part of the network consists of pairs of encoder blocks and decoder blocks with 
a channel attention mechanism and a multi-scale convolution is proposed, which is a new way 
to capture and extract high-level features. 

(3) Our method achieves the best segmentation results on a public Fetoscopic Placenta 
dataset [14]. The obtained Dice Similarity Coefficient (DSC), Intersection over Union (IoU), 
and Pixel Accuracy of our network are 0.785, 0.659 and 0.964, respectively. 

The subsequent sections of this paper are summarized as follows. In Section 2, we review 
the related work. Then we introduce our method in Section 3, and describe the structure of 
DPF-net in detail. Then, Section 4 shows our experimental conditions and results, including 
the comparison with some other existing methods and ablation experiments. Finally, in Section 
5, we summarize the work of this paper. 

2. Related work 

2.1 U-net and its variants for medical image segmentation 
U-net and its variants have been applied in many use cases of medical image segmentation [11, 
12, 13]. Aiming at the problem of insufficient performance of U-net when the segmentation 
object is small and has blurred noisy boundaries, KiU-net [10] combined U-net and an over-
complete network to form a dual path network, and connected the features of each layer of the 
two networks by a cross residual fusion block and forwarded them to another network, so that 
the networks on both sides can obtain complementary features. However, this method required 
to upsample the image first, which dramatically increased the parameters of the network, and 
therefore limited the network to using a deeper number of layers. Currently, many studies on 
image segmentation of placental related diseases mainly focused on magnetic resonance 
imaging (MRI) [15, 16, 17, 18] and ultrasound images [19, 20, 21, 22], as well as the 
segmentation of the placenta. However, two problems prevent these successful methods for 
MRI and ultrasound images from working for fetoscopic images. First of all, the field of view  
of fetoscopic images is much smaller than that of MRI and ultrasound images. What is worse, 
there are great differences in image quality and vessel shape between these two types of images. 

For fetoscopic images, Sadda et al. [23] proposed to segment blood vessels in the 
intraoperative video of fetoscopic laser photocoagulation through a fully convolutional 
network. The network adopted the same structure of U-net, which is composed of three 
contraction modules and three expansion modules. In particular, each contraction / expansion 
module included eight convolutional layers, and the network had a total of 25 layers. However, 
the accuracy of the network was still relatively low, where the Dice score is only 0.55. 
Furthermore, this result was far from current mainstream deep learning methods. Bano Sophia 
et al. [14] used U-net to segment the placental blood vessels of 483 sampled frames from 
fetoscopic video, using different backbones, including vanilla U-net [5], VGG16 [24], Resnet-
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50 and Resnet-101 [25]. This was a two-stage method, where the first stage in the method 
completed the segmentation of blood vessels, while the second stage completed the 
registration based on the segmented probability map. The sum of the cross-entropy loss and 
the Jaccard loss was treated as the loss function of the training network. However, this work 
mainly focused on registration, not segmentation. 

2.2 Deep convolutional neural networks for medical image segmentation 
Besides U-net and its variant implementations, there are many other deep convolutional neural 
networks proposed for the same task. For example, Generative Adversarial Network (GAN) 
[26, 27, 28] was also popular for medical image segmentation. For the ultrasound images, 
Torrents-Barrena et al. [29] segmented the placenta using a conditional Generative Adversarial 
Network (cGAN), and then segmented the placental vessels using a modified spatial 
kernelized fuzzy C-means algorithm and Markov random field. In its follow-up work [30], a 
stacked generative adversarial network with a stacking structure was also proposed. The 
functions of the network included the generation of synthetic ultrasound images, the 
segmentation of various types of placental tissues including placental vessels and the 
reconstruction of placental shadows. These studies are meaningful for the treatment of Twin-
to-Twin Transfusion Syndrome (TTTS). However, all of them did not solve the 
aforementioned problems of blood vessel segmentation in fetoscopic images.   

3. Proposed Method 
For the aforementioned considerations, we propose an encoder-decoder network for blood 
vessel segmentation in fetoscopic images, as shown in Fig. 2. Firstly, images are inputted to 
the encoder network, before a feature map with rich semantic information is extracted through 
all the encoder blocks. Next, the high-dimensional feature map is sent to the decoder of the 
network. At the same time, the feature information of different depths in the encoder is 
transmitted to the decoder through a skip connection. Then, the final segmented image is 
obtained. In order to improve the extraction of image information, inspired by the work of 
KiU-net [10], the network path is multiplied to become a dual-path structure. In this way, every 
path in the network owns a pair of encoder and decoder, which are connected to the 
corresponding position of the other path through the switching connection, where we 
implement the information fusion that is crucial to the final segmentation. Besides this, we 
also have a specific design of the structure for all encoder and decoder blocks. We will explain 
them in detail in the following subsections. 

 
Fig. 2. A overview of the proposed DPF-net method. 
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3.1 The Encoder and Decoder Blocks 
The structure of our encoder and decoder blocks is shown in Fig. 3. After inputted to the 
network, the image first enters the encoder blocks and a feature map of this image is obtained. 
In each encoder block, two convolutions are performed, using a kernel with a size of 3 × 3, 
and then a ReLU layer follows. Between the convolution and ReLu layers, we introduce batch 
normalization. This operation plays an important role in accelerating the convergence of 
network training and therefore stabilizes the model training.  
 

 
Fig. 3. The structure of (a) the encoder block and (b) the decoder block of DPF-net. 

 
Due to the narrow field of view of the fetoscope, only a local part of the vascular tree can 

be observed, resulting in significant changes in the size of the placental vessels in the 
fetoscopic images. To solve this problem, inspired by Inception-ResNet [31] and CE-Net [32], 
we introduce a dense continuous convolution structure into the encoder block to obtain multi-
scale features. Through a continuous 3 × 3 convolution of different numbers, this structure 
enables the encoder block to have multiple size receptive fields. By adding this structure to 
each encoder block, the network can deeply mine the multi-scale information in the image. At 
the same time, the shortcut connection of the residual network is also introduced to avoid the 
gradient vanishing problem. It is noted that, different from CE-Net, we do not use the dilated 
convolution. Instead, a continuous ordinary 3 × 3  convolution is used. According to our 
experimental observations, this ordinary convolution is more suitable than the dilated 
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convolution in blood vessel segmentation of fetoscopic images. We believe that it is the 
aforementioned issue that many small structures are contained in the blood vessels produces a 
negative influence. Besides this, too large receptive fields are unnecessary for this 
segmentation task. 

Each channel of the feature map represents a detector for different information of the image. 
In order to emphasize the most relevant channels, we introduce a channel attention mechanism, 
inspired by convolutional block attention module [33], between the double convolution and 
the dense convolution. For an input feature map  𝐹𝐹 ∈ ℝ𝐶𝐶×𝐻𝐻×𝑊𝑊, two context descriptors with 
a size of  𝐶𝐶 × 1 × 1 are obtained through a global average pooling and a global max pooling, 
respectively. Then, the channel attention map 𝑀𝑀𝐶𝐶 ∈ ℝ𝐶𝐶×1×1 is obtained through the shared 
two-layer neural network and the sigmoid layer. Finally, 𝑀𝑀𝐶𝐶 and 𝐹𝐹 are merged by an element-
wise summation to obtain the output: 
 
 𝐹𝐹′ = 𝐹𝐹 ∗ 𝑀𝑀𝐶𝐶. (1) 

 
The reason why we choose this channel attention mechanism, instead of the spatial attention 
mechanism, is because the position of the blood vessel as the detection target in the fetoscopic 
image is not fixed and is likely to appear in any position in the visual area. The spatial attention 
mechanism mainly helps focus on specific areas. However, this is not helpful for our 
segmentation task. The experiment results also show that adding a spatial attention mechanism 
generates no improvement in the segmentation. 

The extracted feature maps are then inputted to the decoder blocks after four encoder blocks 
and three corresponding downsampling layers. We adopt a similar structure in both the 
encoder and decoder blocks, except that the decoder block does not contain the dense 
continuous convolution structure. It has been proven that skip connections in U-net can 
improve segmentation performance by fusing multi-level features. Therefore, we introduce the 
same skip connections as U-net in our DPF-net. Starting from the second decoder block, the 
input of each block becomes the result of concatenation of the output of the previous block 
and the corresponding feature map brought by the skip connection. Through skip connections, 
the low-level features that are learned by the encoder blocks are combined with the high-level 
feature information from the decoder blocks. The concatenating operation can better preserve 
the information in the feature maps, allowing the network to make local predictions that respect 
the global structure. 

3.2 The Switching Connection 
In order to better link the two paths to fuse their respective information, we introduce a 
switching connection between the corresponding encoder block and decoder block in each 
path. For the kth encoder module  (𝑘𝑘 > 1), the input is: 
 
 𝐼𝐼𝑒𝑒𝑒𝑒 = 𝑂𝑂𝑒𝑒(𝑒𝑒−1) + 𝑂𝑂𝑒𝑒(𝑒𝑒−1)

′ , (2) 
 
where 𝑂𝑂𝑒𝑒(𝑒𝑒−1)  is the output of the previous encoder block, 𝑂𝑂𝑒𝑒(𝑒𝑒−1)

′  is the output of the 
corresponding encoder block of another path. For the kth decoder module (𝑘𝑘 > 1), the input 
is: 
 
 𝐼𝐼𝑑𝑑𝑒𝑒 = (𝑂𝑂𝑑𝑑(𝑒𝑒−1) + 𝑂𝑂𝑑𝑑(𝑒𝑒−1)

′ ) ⊕𝑂𝑂𝑒𝑒
𝑝𝑝, (3) 
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where 𝑂𝑂𝑒𝑒
𝑝𝑝  is the corresponding feature map from the skip connection. ⊕  represents the 

concatenating operation. The switching connection can strengthen the relation between the 
two paths, so that each module of the network can obtain more information and improve the 
segmentation effect. We performed ablation experiments to confirm the role of this structure.  
 

 
 

Fig. 4. The structure of DPF-net. 𝐿𝐿1 and 𝐿𝐿2 at the encoder blocks and decoder blocks in the figure 
represent the number of channels of the first and second convolution layers in the block respectively. 

3.3 The Dual-Path Fetoscopic network 
In this study, we have the full network, i.e., the Dual-Path Fetoscopic network. The detailed 
structure of our network is shown in Fig. 4. We utilize 4 pairs of encoder and decoder blocks 
on each path, and used Maxpool layers for downsampling in the first three encoder blocks. 
Three corresponding upsampling layers are used in the decoding part to restore the image size. 
Unlike the way in [10], in which one path used upsampling layers in the decoder, we employ 
downsampling in the decoder on both paths and form a symmetrical structure, which can avoid 
the difficulty of training due to too many parameters, thus allowing us to increase the number 
of network layers. In the figure, 𝐿𝐿1 is the number of channels of the first convolution layer of 
the encoder / decoder blocks, and 𝐿𝐿2 is that of the second convolution layer. At the last encoder 
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block, the network obtains a high-dimensional feature map with channels of 512. At the same 
time, the feature maps with different dimensions obtained by each encoder block are spliced 
and fused in the decoder through the skip connection. At the end of the network, the outputs 
of the two paths are added to get the final segmentation image. 

 
Fig. 5. DSC of DPF-net using different values of batch size. 

4. Experimental results and analysis 

4.1 Dataset 
We conducted experiments on the Fetoscopy Placenta dataset [14]. The images were captured  
from a set of vivo videos of 6 TTTS laser ablation cases, including a total of 483 images. The 
size of each image is 448 × 448, and there is a corresponding binary image of blood vessel 
annotation. The numbers of images from all cases are 121, 101, 39, 88, 37, and 97, respectively. 

In order to shorten the training time, the size of images and the corresponding mask images 
are adjusted to 128 × 128 by using bilinear interpolation, thereby reducing the computational 
burden of the model training. Although the image size is reduced, the experiment shows that 
the network trained with this size of images can still show good performance. At the same 
time, as all networks are trained under the same conditions, resizing the images will not 
significantly affect the comparison of different models, and can greatly reduce the training 
time. Therefore, we uniformly use the reduced images for subsequent experiments. We expand 
the number of images three times through random horizontal or vertical flip, random rotation, 
and random distort. 1/6 of the dataset is randomly divided to test the performance of networks. 

4.2 Implementation Details 
The implementation is based on PyTorch. The versions of all implementation techniques are 
PyTorch 1.11.0, CUDA 11.6, CuDNN 8.4.0 and Python 3.9.1. The experiments were run on 
RTX A6000 GPU. Our network is trained using a combined loss function of cross-entropy and 
Jaccard[14]. The loss function is as follows:  
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 𝐿𝐿 = −∑[𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦�+(1−𝑦𝑦)𝑦𝑦𝑦𝑦𝑦𝑦1−𝑦𝑦�]
𝑁𝑁

+ [1 − ∑(𝑦𝑦∙𝑦𝑦�)+𝜖𝜖
∑(𝑦𝑦+𝑦𝑦�)−∑(𝑦𝑦∙𝑦𝑦�)+𝜖𝜖

], (4) 

 
where 𝑦𝑦 and 𝑦𝑦� are prediction tensor and the ground-truth tensor, respectively. Adam is set as 
the optimizer, and the learning rate is set to 0.0001. According to our preliminary experiments, 
most of the benchmark networks get better training results when setting the batch size to 8. 
Therefore, we set the batch size to 8 in the experiments. As shown in Fig. 5, we have the best 
DSC of DPF-net when training the network with batch size set to 8. Each network was trained 
for 100 epochs and ensured it converged. In order to evaluate the quality of network 
segmentation, we use three indicators, namely DSC, IoU and Pixel Accuracy, which are 
commonly used in segmentation tasks [14]. 

4.3 Experimental Results 
The benchmark results of these metrics obtained on the Fetoscopy Placenta dataset are listed 
in Table 1. We compare our method with U-net [5] and its variant implementations, including 
Attention U-net [6], KiU-net [10] and CE-net [32]. We can see that our DPF-net produces a 
DSC of 0.785, which is higher than the current best result of U-Net (0.742). The improvement 
rate is around 5.80%. Comparing to the result of KiU-net (0.632), the improvement is up to 
24.20%. This confirms our observation that U-net and its variants were far from being suitable 
in the task of fetoscopic placental vessel segmentation, despite U-net was working well in 
other tasks of medical image segmentation. What is more, our network gains the highest scores 
in IoU (0.659) and Pixel accuracy (0.964) as well. The improvement rates are 8.29% of IoU 
and 0.62% of Pixel Accuracy. All of these benchmarking results demonstrate the impressing 
performance of our DPF-net. 
 

Table 1. Comparison of different deep learning methods. 
Network DSC IoU pixel accuracy 

U-net 0.742 0.608 0.958 
KiU-net 0.632 0.489 0.943 

Attention U-net 0.741 0.605 0.958 
CE-net 0.709 0.569 0.955 

DPF-net 0.785 0.659 0.964 
 

Besides these quantitative results, we also visualize the segmentation results of different 
methods, as shown in Fig. 6. In particular, the first two columns are the inputted fetoscopic 
images and their corresponding placental vessel annotation. Columns from third to seventh are 
the segmentation results by our DPF-net and all other benchmark methods, including U-net, 
Attention U-net, KiU-net and CE-net. It can be seen that although placental blood vessels can 
be recognized under various lighting conditions, there are still some challenges to achieving 
more accurate segmentation. For example, in the fifth row of Fig. 6, the boundary of the blood 
vessel in the original image is not obvious, which increases the difficulty of segmentation. 
Although our network performs better than other methods, there are still some obvious 
deficiencies. The edges of the vessels in the first and second rows are also missing. Although 
the segmentation results retain the basic shape of the vessels, some information is still lost. 
Obviously, our DPF-net produces much more promising segmentation results than current U-
net implementations. 
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Table 2. Experimental results of our backbone network with different components. 
Components DSC IoU pixel accuracy 

Backbone 0.754 0.619 0.959 
Backbone + SC 0.756 0.623 0.960 
Backbone + CA 0.755 0.621 0.960 
Backbone + DC 0.766 0.636 0.962 

Backbone + CA + SC 0.762 0.631 0.961 
Backbone + CA + DC 0.774 0.646 0.963 
Backbone + DC + SC 0.770 0.637 0.961 

Backbone + DC + SC + CA 0.785 0.659 0.964 
 

4.4 Ablation Experiment 
In order to verify the effectiveness of the key components in our network, we also conducted 
a set of ablation experiments under the same conditions. We study and compare the usage and 
combination of all components in the backbone, including the switching connection (SC), the 
channel attention (CA) and the dense convolution (DC). The results are listed in Table 2. 
 

 
Fig. 6. Segmentation results of placental vessels using different methods, where columns from left 

to right are (a) the original fetoscopic images, (b) the vessel annotations, and the results by (c) DPF-
net (ours), (d) U-net, (e) Attention U-net, (f) KiU-net, and (g) CE-net. 
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The experimental results show that as a single component, the dense continuous 
convolution structure can greatly improve the network performance. When the switching 
connection and/or the channel attention block are set alone, they do not evidently improve the 
network performance. However, when they are combined and used together, the network 
greatly benefits. When adding all the components at the same time, the network achieves the 
best segmentation. All of these demonstrate the effectiveness of our method. 

4.5 Discussion 
As can be seen from Table 1, our network achieves the highest dice score. Although 

Attention U-net introduces the attention mechanism on the basis of U-net, it does not 
significantly improve the segmentation effect. KiU-net performs poorly in this task because it 
has fewer network layers and thus lacks the ability to learn the features in fetoscopic images. 
At the same time, the method with upsampling first limits the number of layers, because 
increasing the number of layers while upsampling will increase the difficulty of the network 
training. In our experiments, CE-net also fails to achieve good results. We believe that it is 
due to the dilated convolution, which is likely to be not suitable for this task. The continuous 
dilated convolution increases the receptive field. However, it also leads to some information 
loss from adjacent pixels. Considering that there is some tiny structure in placental vessels to 
be identified, the dilated convolution is therefore not helpful for this segmentation task. We 
replace the continuous convolution with the structure of DAC [32] in our implementation, the 
dilated convolutions replace the convolutions in this part and the relevant parameters of the 
dilated convolutions are the same as those of DAC. The rest of the network remains unchanged. 
The results are shown in Table 3. Besides this, we also compare the results using spatial 
attention and channel attention by replacing the attention module and leaving the rest of the 
network unchanged. The results are listed together in Table 3. Among them, the spatial and 
channel attention scheme adopts the same structure as CBAM [33]. It turns out that the channel 
attention (0.785 of DSC) is superior to the spatial attention (0.771) in this task. 
 

Table 3. Accuracy comparison of structure of encoder and decoder blocks. 
Components Structure DSC 

Attention mechanism 

No attention mechanism 0.770 
Spatial attention 0.771 

Channel attention 0.785 
Spatial and channel attention 0.772 

Dense convolution block Dense convolution block 0.774 
Ordinary convolution 0.785 

 
The existence of highlights on blood vessels is also a negative influencing factor for 

effective segmentation. Fig. 7 shows two sets of examples where the highlights negatively 
affect the segmentation. Sometimes there are tubular highlights on the blood vessels, and the 
color of these highlights is close to the background, which leads to a wrong recognition of the 
vessel highlights from the background, and therefore results in a wrong segmentation of one 
vessel into two vessels (when the highlight is in the middle of the vessel), or losing the edge 
of the segmented vessel. The red arrow and circles in Fig. 7 indicate the missing parts due to 
highlights. The same issues can be seen in the first and last rows of Fig. 6. In the last row, 
although our network performs well, other networks have been affected to some extent. In the 
first line, all networks are missing to varying degrees. Subsequent research can aim at this 
problem, reducing the impact of highlight on segmentation through data enhancement or post-
processing methods, so as to further improve the segmentation effect. 
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Fig. 7. Examples of vascular highlights negatively affecting the segmentation. Red circles and arrow 

indicate the partial loss of the segmented blood vessels caused by highlights. 
 

Table 4. Comparison of U-net and DPF-net in terms of parameters, floating point operations, and 
memory usage. 

Network Parameters GFlops memory usage 
U-net 31.04M 11.53 101.00MB 

DPF-net 39.95M 32.68 217.61MB 
 
In our work, the proposed DPF-net achieves the highest segmentation accuracy, the complex 

structure of the encoder-decoder blocks also brings computational overhead. As shown in 
Table 4, the parameters, floating point operations, and memory usage of DPF-net have 
increased. 

5. Conclusion 
In this paper, we propose a placental vessel segmentation network for fetoscopic images. The 
network has two paths and an encoder-decoder structure. We designed its encoder blocks and 
decoder blocks and introduced channel attention mechanism, dense continuous convolution 
structure and switching connection. Ablation experiments show that these structures can 
improve the segmentation performance of the network. After experimental verification on the 
public dataset, our method can be used in the task of fetoscopic image vascular segmentation. 
Compared with the existing mainstream methods, our method has achieved the highest scores. 
The framework can also be extended to other related medical image segmentation tasks. 

Currently, there are only a few available fetoscopic image datasets labeled with blood 
vessels. Therefore, we only use one dataset provided by [14] in our experiment. At the same 
time, there may be a small number of annotation errors in the dataset, which will also affect 
the training of the network. In the future, we will continue to evaluate our method using more 
data. 
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