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ON CLASSES OF INDEFINITE β-KENMOTSU STATISTICAL

MANIFOLD

Shagun Bhatti and Jasleen Kaur∗

Abstract. This paper introduces the notion of lightlike hypersurfaces for a novel
class of manifolds known as an indefinite nearly β-Kenmotsu statistical manifold and
explores the associated geometric properties. It establishes results on the screen to-
tally geodesic and screen totally umbilical lightlike hypersurfaces. It delineates the
structure of the recurrent, Lie-recurrent and nearly recurrent structure tensor fields
of lightlike hypersurfaces of an indefinite nearly β−Kenmotsu statistical manifold.
Additionally, the geometry of leaves of integrable distributions of lightlike hyper-
surfaces in an indefinite β-Kenmotsu statistical manifold tangent to the structure
vector field has been researched.

1. Introduction

In the realm of contact manifolds, various classes of almost contact metric mani-
folds have been periodically examined. [24] presented a new class of almost contact
metric structure, known as trans-Sasakian structure and explored its geometry. [10]
introduced the C5 and C6-structures, two subclasses of trans-Sasakian structures that
contain the Sasakian and Kenmotsu structures, respectively. Further, a nearly trans-
Sasakian structure of type (α, β) was established by [16], which generalizes the trans-
Sasakian structure . A nearly trans-Sasakian of type (α, β) is nearly-Sasakian or
nearly Kenmotsu or nearly cosymplectic if β = 0 or α = 0 or α = β = 0, respec-
tively. Therefore, a class of almost contact manifolds known as nearly Kenmotsu
manifolds was introduced by [26]. Various researchers studied the theory of nearly
Kenmotsu manifolds extensively in [1], [8], [4] and [19]. Afterwards, the indefinite
nearly trans-Sasakian manifolds were investigated by [18] wherein the geometry of
lightlike hypersurfaces was explored and results for recurrent, nearly recurrent and
Lie recurrent structure tensor fields developed.

Lightlike hypersurfaces, being an intriguing branch of geometry, have numerous ap-
plications in various branches of mathematics and physics. [11] formulated the theory

Received April 8, 2024. Revised October 5, 2024. Accepted October 7, 2024.
2010 Mathematics Subject Classification: 53D10, 53D15, 58A05, 58B20.
Key words and phrases: Lightlike hypersurfaces, leaves, indefinite nearly β-Kenmotsu statistical

manifold.
∗ Corresponding author.
© The Kangwon-Kyungki Mathematical Society, 2024.
This is an Open Access article distributed under the terms of the Creative commons Attribu-

tion Non-Commercial License (http://creativecommons.org/licenses/by-nc/3.0/) which permits un-
restricted non-commercial use, distribution and reproduction in any medium, provided the original
work is properly cited.



594 Shagun B. and Jasleen K.

of a lightlike hypersurfaces of a proper semi-Riemannian manifold which was subse-
quently investigated by various geometers [27], [12]. Thereafter, the lightlike hyper-
surfaces of various almost contact metric manifolds such as indefinite Kenmotsu and
trans-Sasakian manifolds were studied by [21], [22], [23] and [17].

The study of geometric structures on a set of certain probability distributions resulted
in the formation of an interesting branch of manifolds known as statistical manifolds
which have been investigated by [2], [3], [20] et.al. Furuhata [13] made significant con-
tributions to the initiation of the geometry of hypersurfaces in statistical manifolds.
The concept of Sasakian statistical manifold and Kenmotsu statistical manifold were
introduced by [15] and [14], respectively. They constructed certain results related to
the real hypersurfaces and warped product of statistical manifolds. [5] introduced the
lightlike hypersurfaces of an indefinite Sasakian statistical manifold. Further [6], [7]
studied the induced geometric objects and developed the curvature identities on light-
like hypersurfaces of statistical manifold.

From this perspective, the present research work introduces the concept of an indefi-
nite nearly β−Kenmotsu statistical manifold and delves into its geometric properties.
The theory of lightlike hypersurfaces within the framework of the indefinite nearly
β−Kenmotsu statistical manifold has been investigated. Some assertions for a light-
like hypersurface to be totally umbilical and screen totally umbilical have also been
provided. The structure of the recurrent, Lie-recurrent and nearly recurrent structure
tensor fields of lightlike hypersurfaces in the indefinite nearly β−Kenmotsu statisti-
cal manifold has been characterized. Furthermore, the lightlike theory of leaves of
integrable distributions in indefinite Kenmotsu statistical manifold has been exam-
ined and several structural theorems pertaining to its geometry have been formulated.

2. Preliminaries

Consider a semi-Riemannian manifold (M̄, ḡ) of dimension (2n + 1). If ḡ is a semi-
Riemannian metric, φ is a (1, 1) tensor field, ν is a characteristic vector field and η is
a 1-form, such that

(1) ḡ(φX, φY ) = ḡ(X, Y )− η(X)η(Y ), ḡ(ν, ν) = 1,

(2) φ2(X) = −X + η(X)ν, ḡ(X, ν) = η(X), ḡ(φX, Y ) + ḡ(X,φY ) = 0

which follows that φν = 0 and ηoφ = 0 for all X, Y ∈ Γ(TM̄), then (φ, ν, ḡ) is called
an almost contact metric structure on M̄ .

Definition 2.1. [18] An almost contact metric structure on M̄ is called an indef-
inite nearly β-Kenmotsu structure if

(3) ( ̂̄∇Xφ)Y + ( ̂̄∇Y φ)X = −β{η(Y )φX + η(X)φY }

holds for any X, Y ∈ Γ(TM̄), where ̂̄∇ is a Levi-Civita Connection and β is a smooth
function. Therefore, (M̄, φ, ν, η, ḡ) is called an indefinite nearly β-Kenmotsu manifold.



On classes of indefinite β-Kenmotsu statistical manifold 595

We note that, if β = 0, then M̄ is said to be an indefinite nearly cosymplectic manifold.

Let (M, g) be a hypersurface of (M̄, ḡ) with g = ḡ | M . If the induced metric g on
M is degenerate, then M is called a lightlike or degenerate hypersurface of M̄ . There
exists a vector field ξ 6= 0 on M such that g(ξ,X) = 0, for all X ∈ Γ(TM). The null
space or radical space of Tx(M) at each point x ∈M is a subspace Rad(TxM) defined
as

Rad(TxM) = {ξ ∈ Tx(M) : gx(ξ,X) = 0 for all X ∈ Γ(TM)}
whose dimension is called the nullity degree of g.

Since g is degenerate and any null vector is perpendicular to itself, therefore TxM
⊥ is

also null and

Rad(TxM) = TxM ∩ TxM⊥.

For a hypersurface M , dimension of TxM
⊥ equals 1 which implies that the dimension

of Rad(TxM) is also 1 and Rad(TxM) = TxM
⊥. Here Rad(TM) is called a radical

distribution of M .

Consider S(TM), screen distribution, as a complementary vector bundle of Rad(TM)
in TM , such that

(4) TM = Rad(TM) ⊥ S(TM)

It follows that S(TM) is a non-degenerate distribution. Thus,

TM̄|M = S(TM) ⊥ S(TM)⊥

where S(TM)⊥, known as screen transversal vector bundle, is the orthogonal comple-
ment to S(TM) in TM̄|M .

Theorem 2.2. [11] Let (M, g) be a lightlike hypersurface of (M̄, ḡ). Then there
exists a unique vector bundle tr(TM) known as lightlike transversal vector bundle of
rank 1 over M , such that for any non-zero local normal section ξ of Rad(TM), there
exist a unique section N of tr(TM) satisfying

(5) ḡ(N, ξ) = 1

ḡ(N,N) = 0, ḡ(N, V ) = 0 for all V ∈ Γ(S(TM)).

Then the tangent bundle TM̄ of M̄ is decomposed as follows:

TM̄|M = S(TM) ⊥ (TM⊥ ⊕ tr(TM)) = TM ⊕ tr(TM).

Following are some basic concepts related to lightlike hypersurfaces of an indefinite
statistical manifold.

Definition 2.3. A pair (∇̄, ḡ), where ḡ is a semi-Riemannian metric of constant
index q ≥ 1, is called an indefinite statistical structure on M̄ , if ∇̄ is torsion free and

(6) (∇̄X ḡ)(Y, Z) = (∇̄Y ḡ)(X,Z)

holds for any X, Y, Z ∈ Γ(TM̄).
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Moreover, there exists ∇̄∗ which is a dual connection of ∇̄ with respect to ḡ, satisfying

Xḡ(Y, Z) = ḡ(∇̄XY, Z) + ḡ(Y, ∇̄∗XZ) for all X, Y, Z ∈ Γ(TM̄)

If (M̄, ḡ, ∇̄) is an indefinite statistical manifold, then so is (M̄, ḡ, ∇̄∗). Hence the
indefinite statistical manifold is denoted by (M̄, ḡ, ∇̄, ∇̄∗).

Let (M, g) be a lightlike hypersurface of a statistical manifold (M̄, ḡ). Then the Gauss
and Weingarten formulae with respect to dual connections as given by [13], [7] are as
follows:

∇̄XY = ∇XY + h(X, Y ), ∇̄∗XY = ∇∗XY + h∗(X, Y )

∇̄XN = −ANX +∇⊥XN, ∇̄∗XN = −A∗NX +∇⊥∗X N,

for X, Y ∈ Γ(TM), N ∈ Γ(trTM), where ∇XY,∇∗XY,ANX,A∗NX ∈ Γ(TM) and
h(X, Y ), h∗(X, Y ), ∇⊥XN,∇⊥∗X N ∈ Γ(tr(TM)).

Here ∇,∇∗ are called induced connections on M and AN , A
∗
N are called shape op-

erators with respect to ∇̄ and ∇̄∗ respectively. The second fundamental forms with
respect to ∇̄ and ∇̄∗ are denoted by B and B∗, respectively. Then

B(X, Y ) = ḡ(h(X, Y ), ξ), B∗(X, Y ) = ḡ(h∗(X, Y ), ξ),

τ(X) = ḡ(∇⊥XN, ξ), τ ∗(X) = ḡ(∇⊥∗X N, ξ).

It follows that

h(X, Y ) = B(X, Y )N, h∗(X, Y ) = B∗(X, Y )N

∇⊥XN = τ(X)N, ∇⊥∗X N = τ ∗(X)N

Hence,

(7) ∇̄XY = ∇XY +B(X, Y )N, ∇̄∗XY = ∇∗XY +B∗(X, Y )N

(8) ∇̄XN = −ANX + τ(X)N, ∇̄∗XN = −A∗NX + τ ∗(X)N

As per [7] showed that the relation between dual connections using the Gauss formula
as follows:

Xg(Y,Z) = g(∇̄XY,Z)+g(Y, ∇̄∗XZ) = g(∇XY,Z)+g(Y,∇∗XZ)+B(X,Y )θ(Z)+B∗(X,Z)θ(Y )

where θ is a 1-form such that θ(X) = ḡ(X,N).

From the above equation, it is concluded that the induced connections ∇ and ∇∗
are not dual connections and a lightlike hypersurface of a statistical manifold need
not a statistical manifold. Also, the induced connections ∇ and ∇∗ and the second
fundamental forms B and B∗ are symmetric.

Further, using Gauss and Weingarten formulae, we have:

(∇Xg)(Y, Z)+(∇∗Xg)(Y,Z) = B(X,Y )θ(Z)+B∗(X,Z)θ(Y )+B∗(X,Y )θ(Z)+B(X,Z)θ(Y )

Let P denote the projection morphism of TM on S(TM) with respect to the decom-
position (4). Then

∇XPY = ∇′XPY + h′(X,PY ), ∇∗XPY = ∇∗′XPY + h∗′(X,PY ),

∇Xξ = −A′ξX +∇′⊥X ξ, ∇∗Xξ = −A∗′ξX +∇∗′⊥X ξ
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holds for all X, Y ∈ Γ(TM) and ξ ∈ Γ(Rad(TM)), where ∇′XPY,∇∗′XPY,A′ξX and
A∗′ξX ∈ Γ(S(TM)). Also ∇′,∇∗′ and ∇′⊥,∇∗′⊥ are linear connections on Γ(S(TM))
and Γ(Rad(TM)) respectively. Here h′, h∗′ and A′, A∗′ are respectively called screen
second fundamental forms and screen shape operators of S(TM).

The local second fundamental forms of S(TM) are defined as

C(X,PY ) = ḡ(h′(X,PY ), N), C∗(X,PY ) = ḡ(h∗′(X,PY ), N),

ε(X) = g(∇′⊥X ξ,N), ε∗(X) = g(∇∗′⊥X ξ,N) for all X, Y ∈ Γ(TM).

Therefore,

h′(X,PY ) = C(X,PY )ξ, h∗′(X,PY ) = C∗(X,PY )ξ,

∇′⊥X ξ = −τ(X)ξ, ∇∗′⊥X ξ = −τ ∗(X)ξ,

∇XPY = ∇′XPY + C(X,PY )ξ, ∇∗XPY = ∇∗′XPY + C∗(X,PY )ξ,

∇Xξ = −A′ξX − τ(X)ξ, ∇∗Xξ = −A∗′ξ X − τ ∗(X)ξ for all X, Y ∈ Γ(TM)
(9)

where ε(X) = −τ(X).

Using above equation, the induced objects are related as:

B(X, ξ) +B∗(X, ξ) = 0, g(ANX + A∗NX,N) = 0,

C(X,PY ) = g(A∗NX,PY ), C∗(X,PY ) = g(ANX,PY ).
(10)

From the equations (5), (6),(7),(8) and (9), the following propositions hold:

Proposition 2.4. [25] Let (M, g) be a lightlike hypersurface of a statistical man-
ifold (M̄, ḡ, ∇̄, ∇̄∗). Then the second fundamental forms B and B∗ are related to the
shape operators A′ξX and A∗′ξ X of S(TM) as follows:

(11) g(A′ξX,PY ) = B∗(X,PY ), g(A∗′ξ X,PY ) = B(X,PY ).

Therefore, equation (11) gives,

B(A∗′ξ X, Y ) = B(X,A∗′ξ Y ), B∗(A′ξX, Y ) = B∗(X,A′ξY ).

Proposition 2.5. [7] Let (M, g) be a lightlike hypersurface of a statistical man-
ifold (M̄, ḡ, ∇̄, ∇̄∗). Then the shape operator of any screen distribution of a lightlike
hypersurface is symmetric with respect to the second fundamental form of M .

Proposition 2.6. [7] Let (M, g) be a lightlike hypersurface of a statistical mani-
fold (M̄, ḡ, ∇̄, ∇̄∗). Then the second fundamental forms B and B∗ are not degenerate.

Also for the dual connections, following holds:

B(X, Y ) = g(A∗′ξ X, Y )−B∗(X, ξ)θ(Y )

B∗(X, Y ) = g(A′ξX, Y )−B(X, ξ)θ(Y ).

Using above equations, A∗′ξ ξ + A′ξξ = 0.
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3. Indefinite nearly β-Kenmotsu statistical manifold

Following [15], we consider a Levi-Civita connection ̂̄∇ with respect to ḡ such that̂̄∇ = 1
2
(∇̄ + ∇̄∗). For a statistical manifold (M̄, ḡ, ∇̄, ∇̄∗), the difference (1, 2) tensor

K of a torsion free affine connection ∇̄ and Levi-Civita connection ̂̄∇ is defined as

(12) K(X, Y ) = KXY = ∇̄XY − ̂̄∇XY.

Since ∇̄ and ̂̄∇ are torsion free, then

(13) KXY = KYX, ḡ(KXY, Z) = ḡ(Y,KXZ)

holds for any X, Y, Z ∈ Γ(TM̄).

Moreover, K(X, Y ) = ̂̄∇XY − ∇̄∗XY implies K(X, Y ) = 1
2
(∇̄XY − ∇̄∗XY ).

Definition 3.1. Let (ḡ, φ, ν) be an indefinite nearly β−Kenmotsu structure on

M̄ . A quadruplet (∇̄ = ̂̄∇+K, ḡ, φ, ν) is known as an indefinite nearly β−Kenmotsu
statistical structure on M̄ if (∇̄, ḡ) is a statistical structure on M̄ and the condition

(14) KXφY +KY φX = −2φKXY

holds for any X, Y ∈ Γ(TM̄).

Then (M̄, ∇̄, ḡ, φ, ν) is called an indefinite nearly β−Kenmotsu statistical manifold.

If (M̄, ∇̄, ḡ, φ, ν) is an indefinite nearly β−Kenmotsu statistical manifold, then so is
(M̄, ∇̄∗, ḡ, φ, ν).

Theorem 3.2. Let (M̄, ∇̄, ∇̄∗, ḡ) be an indefinite statistical manifold with an al-
most contact metric structure (ḡ, φ, ν). Then (M̄, ∇̄, ∇̄∗, ḡ, φ, ν) is said to be an
indefinite nearly β-Kenmotsu statistical manifold M̄ if and only if

(15) ∇̄XφY − φ∇̄∗XY + ∇̄Y φX − φ∇̄∗YX = −β{η(Y )φX + η(X)φY }

holds for all X, Y ∈ Γ(TM̄) on M̄ .

Proof. Let M̄ be an indefinite nearly β−Kenmotsu statistical manifold. Then, (3)
and (12) implies

∇̄XφY−KXφY−φ(KXY+∇̄∗XY )+∇̄Y φX−KY φX−φ(KYX+∇̄∗YX) = −β{η(Y )φX+η(X)φY }

Now using (14), above equation becomes

∇̄XφY − φ∇̄∗XY + ∇̄Y φX − φ∇̄∗YX = −β{η(Y )φX + η(X)φY }

for all X, Y ∈ Γ(TM).

Conversely, replacing ∇̄ by ∇̄∗ in above and subtracting obtained equation from (15),
we get

(∇̄XφY − ∇̄∗XφY )− φ(∇̄∗XY − ∇̄XY ) + (∇̄Y φX − ∇̄∗Y φX)− φ(∇̄∗YX − ∇̄YX) = 0

Hence (14) follows from (12) and (13).
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Remark 3.3. Let (ḡ, φ, ν) be an indefinite nearly β−Kenmotsu structure on M̄ .
So, by setting

KXY = η(X)η(Y )ν

for any X, Y ∈ Γ(TM̄) such that K satisfies (13) and (14), an indefinite nearly

β−Kenmotsu statistical structure (∇̄λ = ̂̄∇ + λK, ḡ, φ, ν) is obtained on M̄ for λ ∈
C∞(M̄).

Inspired from [22], we present the following example.

Example 3.4. Let M̄ be a 7-dimensional manifold defined by M̄ = {z ∈ R7 : z7 6=
0}, where z = (z1, z2, z3, z4, z5, z6, z7) are the standard coordinates in R7. Consider,
the vector fields {l1, l2, l3, l4, l5, l6, l7}, linearly independent at each point of M̄ , defined
as

l1 = z7
∂

∂z1

, l2 = z7
∂

∂z2

, l3 = z7
∂

∂z3

, l4 = z7
∂

∂z4

,

l5 = −z7
∂

∂z5

, l6 = −z7
∂

∂z6

, l7 = −z7
∂

∂z7

.

Let ḡ be the semi-Riemannian metric defined as ḡ(li, lj) = 0, for all i 6= j, i, j =
1, 2, ..., 7 and ḡ(lk, lk) = 1, for all k = 1, 2, 3, 4, 7; ḡ(lm, lm) = −1, for all m = 5, 6.
Also, let η be the 1-form defined by η(X) = ḡ(X, l7), for any X ∈ X(M̄), where X(M̄)
is the set of all differentiable vector fields on M̄ .

Let φ be the (1, 1) tensor field defined by

φl1 = −l2, φl2 = l1, φl3 = −l4, φl4 = l3, φl5 = −l6, φl6 = l5, φl7 = 0.

Using the linearity of φ and ḡ, we get η(l7) = 1, φ2X = −X + η(X)l7, ḡ(φX, φY ) =
ḡ(X, Y ) − η(X)η(Y ), for any X, Y ∈ X(M̄). Thus, for l7 = ν, (M̄, ḡ, φ, ν, η) is an
almost contact metric manifold.

Let ̂̄∇ be the Levi-Civita connection with respect to the metric ḡ given by Koszul’s
formula as

2ḡ( ̂̄∇XY, Z) = Xḡ(Y, Z)+Y ḡ(X,Z)−Zḡ(X, Y )−ḡ(X, [Y, Z])−ḡ(Y, [X,Z])+ḡ(Z, [X, Y ])

Now, taking l7 = ν and using Koszul’s formula, following expressions are derived:̂̄∇l1l1 = −ν, ̂̄∇l2l2 = −ν, ̂̄∇l3l3 = −ν,̂̄∇l4l4 = −ν, ̂̄∇l5l5 = ν, ̂̄∇l6l6 = ν,̂̄∇l1l7 = l1,
̂̄∇l2l7 = l2,

̂̄∇l3l7 = l3,̂̄∇l4l7 = l4,
̂̄∇l5l7 = l5,

̂̄∇l6l7 = l6.

Therefore, using above, it is concluded that (M̄, ḡ, φ, ν, η) is an indefinite nearly Ken-
motsu manifold (for β = 1).

Taking λ = 1 in remark (3.3), we have

∇̄l1l1 = −ν, ∇̄l2l2 = −ν, ∇̄l3l3 = −ν,
∇̄l4l4 = −ν, ∇̄l5l5 = ν, ∇̄l6l6 = ν,

∇̄l1l7 = l1, ∇̄l2l7 = l2, ∇̄l3l7 = l3,

∇̄l4l7 = l4, ∇̄l5l7 = l5, ∇̄l6l7 = l6.
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Now (∇̄, ḡ) is a statistical structure and Kliφlj + Kljφli = −2φKlilj holds for all
i, j = 1, 2, ..., 7. Hence, (∇̄, ḡ, φ, η, ν) becomes an indefinite nearly Kenmotsu statis-
tical structure on M̄ . Similarly, the above equations for dual connection ∇̄∗ can be

obtained using ∇̄∗XY = ̂̄∇XY − η(X)η(Y )ν.

Thus, (∇̄ = ̂̄∇+K, ḡ, φ, ν) defines an indefinite nearly Kenmotsu statistical structure
on M̄ .

3.1. Lightlike hypersurfaces of an indefinite nearly β−Kenmotsu statistical
manifold.

Let (M, g) be a lightlike hypersurface of an indefinite nearly β−Kenmotsu statistical
manifold (M̄, ḡ, ∇̄, ∇̄∗, φ, ν), where g is the degenerate metric induced on M . There-
fore, for any ξ ∈ Γ(RadTM) and N ∈ Γ(ltrTM), using (1) and (2), following holds:

(16) ḡ(ξ, ν) = 0, ḡ(N, ν) = 0

φ2ξ = −ξ, φ2N = −N.
The above proposition leads to the following decomposition:

(17) S(TM) = {φRad(TM)⊕ φltr(TM)} ⊥ Lo ⊥< ν >

where Lo is non-degenerate and φ-invariant distribution.

If distributions on M are denoted by

(18) L = Rad(TM) ⊥ φRad(TM) ⊥ Lo, L′ = φltr(TM),

then L is invariant and L′ is anti-invariant distributions under φ. Also,

(19) TM = L⊕ L′ ⊥ ν.

Consider two null vector fields U and W such that

(20) U = −φN, W = −φξ
and their corresponding 1-forms

u(X) = ḡ(X,W ), w(X) = ḡ(X,U).

Denote by S, the projection morphism of TM̄ on the distribution L. Then,

(21) X = SX + u(X)U

for any X ∈ Γ(TM̄). Applying φ to (21), we have

(22) φX = φ̄X + u(X)N

where φ̄ is a tensor field of type (1, 1) defined on M by φ̄X = φSX.

Using (2),

(23) φ̄2X = −X + η(X)ν + u(X)U.

Since φ̄U = 0, we obtain φ̄3 + φ̄ = 0 from (23), which shows that φ̄ is an f -structure
on M .

Using (16) and (20),
ḡ(U,W ) = 1



On classes of indefinite β-Kenmotsu statistical manifold 601

which implies that < U > ⊕ < W > is non-degenerate vector bundle of S(TM) with
rank 2. From (17) and (18), the following decompositions hold:
(24)
S(TM) = {U ⊕W} ⊥ Lo ⊥< ν >, L = Rad(TM) ⊥< W > Lo, L′ =< U > .

Let P and Q be two projections of TM into L and L′, respectively. Then X =
PX +QX + η(X)ν, for any X ∈ Γ(TM). Therefore (1), (2), (22) and (24) gives

(25) φ̄2X = −X + η(X)ν + u(X)U

where QX = u(X)U and φPX = φ̄X. Also, using (22), following identities hold:

(26) g(φ̄X, φ̄Y ) = g(X, Y )− η(X)η(Y )− u(X)w(Y )− u(Y )w(X),

(27) g(φ̄X, Y ) = −g(X, φ̄Y )− u(Y )θ(X)− u(X)θ(Y ),

(28) φ̄ν = 0, g(φ̄X, ν) = 0 for all X, Y ∈ Γ(TM).

As, φ̄2X = −X + η(X)ν + u(X)U , then by applying ∇X to φ̄ξ = −W , that is
∇X φ̄ξ = −∇XW and using (9) implies,

(29) (∇X φ̄)ξ = −∇XW + φ̄A′ξX − τ(X)W,

(30) (∇∗X φ̄)ξ = −∇∗XW + φ̄A∗′ξX − τ ∗(X)W.

Also, applying ∇X to φ̄W = ξ that is ∇X φ̄W = ∇Xξ implies,

(31) (∇X φ̄)W = −φ̄∇XW − A′ξX − τ(X)ξ,

(32) (∇∗X φ̄)W = −φ̄∇∗XW − A∗
′
ξX − τ ∗(X)ξ.

Example 3.5. Following example (3.4), consider a hypersurface M defined by

M = {z ∈ M̄ : z5 = z2}

of an indefinite nearly Kenmotsu statistical manifold (M̄, ḡ, φ, η, ν) for β = 1.

The tangent space TM is spanned by {Zi}, where Z1 = l1, Z2 = l2 − l5, Z3 =
l3, Z4 = l4, Z5 = l6, Z6 = ν. Further, E = l2 − l5 spans the distribution TM⊥ of
rank 1. Therefore, TM⊥ ⊂ TM and M is a 6-dimensional lightlike hypersurface of

M̄ . The transversal bundle ltr(TM) is spanned by N =
1

2
(l2 + l5). From decompo-

sition (17) and the almost contact structure of M̄ , Lo is spanned by {H,φH}, where
H = Z3, φH = −Z4 and the distributions ν, φRad(TM) and φltr(TM) are spanned

by ν, φE = Z1 + Z5 and φN =
1

2
(Z1 − Z5), respectively.

Hence, M is a lightlike hypersurface of an indefinite nearly Kenmotsu statistical man-
ifold M̄ .

Theorem 3.6. LetM be a lightlike hypersurface of an indefinite nearly β−Kenmotsu
statistical manifold M̄ . Then

∇Xν = βX − {βη(X)− η(∇̄Xν)− η(∇̄νX)}ν − φ∇∗νφX +B∗(ν, φX)U −∇νX

for all X, Y ∈ Γ(TM̄) on M̄ .
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Proof. Consider (15) and replace Y by ν. Then

−φ∇̄Xν + ∇̄∗νφX − φ∇̄νX = −β(φX)

Applying φ on both sides and using (2), we get

∇̄Xν = βX−{βη(X)−η(∇̄Xν)−η(∇̄νX)}ν−φ∇∗νφX+B∗(ν, φX)U−∇νX−B(ν,X)N

Therefore, using (7) in above and then comparing tangential and normal parts, we
have the desired result.

Theorem 3.7. LetM be a lightlike hypersurface of an indefinite nearly β−Kenmotsu
statistical manifold M̄ with ν ∈ Γ(TM). Then for any X, Y ∈ Γ(TM), following
holds:

∇X φ̄Y − φ̄∇∗XY +∇Y φ̄X − φ̄∇∗YX
= −β{η(Y )φ̄X + η(X)φ̄Y }+ u(Y )ANX + u(X)ANY − 2B∗(X, Y )U.

(33)

Proof. In an indefinite nearly β−Kenmotsu statistical manifold M̄ , the condition
φX = φ̄X + u(X)N and the symmetric character of B∗ implies

∇̄X φ̄Y + ∇̄Xu(Y )N − φ∇∗XY + 2B∗(X, Y )U + ∇̄Y φ̄X + ∇̄Y u(X)N − φ∇∗YX

= −β{η(Y )φ̄X + η(X)φ̄Y + η(Y )u(X)N + η(X)u(Y )N}
This leads to

(34) ∇X φ̄Y +B(X, φ̄Y )N + u(Y )τ(X)N +Xu(Y )N − φ∇∗XY

+∇Y φ̄X +B(Y, φ̄X) + u(X)τ(Y )N + Y u(X)N − φ∇∗YX

= −β{η(Y )φ̄X + η(X)φ̄Y + η(Y )u(X)N + η(X)u(Y )N}

+u(Y )ANX + u(X)ANY − 2B∗(X, Y )U

Therefore, using (22) and comparing tangential parts, (33) is obtained.

Corollary 3.8. LetM be a lightlike hypersurface of an indefinite nearly β−Kenmotsu
statistical manifold M̄ . Then following hold:

B(X, φ̄Y )+u(Y )τ(X)+(∇∗Xu)Y+B(Y, φ̄X)+u(X)τ(Y )+(∇∗Y u)X = −β{η(Y )u(X)+η(X)u(Y )}

for all X, Y ∈ Γ(TM).

Proof. On comparing the transversal parts in (34), we get the required assertion.

Theorem 3.9. For a lightlike hypersurface M of an indefinite nearly β−Kenmotsu
statitsical manifold M̄ following assertion holds:

(i) B(U, ν) +B∗(U, ν) + C(W, ν) + C∗(W, ν) = 0,
(ii) B(U,W ) +B∗(U,W )− C(W,W )− C∗(W,W ) = 0,
(iii) B(U,U) +B∗(U,U) + C(W,U) + C∗(W,U) = 0,
(iv) w(∇UW ) + w(∇∗UW ) = −τ(U)− τ ∗(U),
(v) 2[C(W, ν) + C∗(W, ν)] + [C(ν,W ) + C∗(ν,W )] = 0.
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Proof. On replacing ∇ by ∇∗ in (33), we obtained

∇∗X φ̄Y − φ̄∇XY +∇∗Y φ̄X − φ̄∇YX

= −β{η(Y )φ̄X + η(X)φ̄Y }+ u(Y )A∗NX + u(X)A∗NY − 2B(X, Y )U.

Now adding above equation to (33), we get

(35) ∇X φ̄Y − φ̄∇∗XY +∇Y φ̄X − φ̄∇∗YX +∇∗X φ̄Y − φ̄∇XY +∇∗Y φ̄X − φ̄∇YX

= −2β{η(Y )φ̄X + η(X)φ̄Y }+ u(Y )(ANX + A∗NX) + u(X)(ANY + A∗NY )

−2[B∗(X, Y ) +B(X, Y )]U.

Now, taking X = U and Y = W in (35), we have
(36)
∇Uξ−φ̄∇∗UW−φ̄∇∗WU+∇∗Uξ−φ̄∇UW−φ̄∇WU = ANW+A∗NW−2[B∗(U,W )+B(U,W )]U.

Taking scalar product of above with ν, W , U and N respectively, and using (10),
(11), (20) and (5) we get

g(∇Uξ, ν) + g(∇∗Uξ, ν) = g(ANW, ν) + g(A∗NW, ν),

−g(A′ξU,W )− g(A∗′ξU,W ) = g(ANW,W ) + g(A∗NW,W )− 2[B(U,W ) +B∗(U,W )],

−g(A′ξU,U)− g(A∗′ξU,U) = C∗(W,U) + C(W,U), and

τ(U)g(ξ,N)+g(∇∗UW,U)+g(∇∗WU,U)+τ ∗(U)g(ξ,N)−g(∇UW,U)+g(∇WU,U) = 0

which leads to (i)− (iv).

On replacing X by U and Y by ν in (35) and then using (22), we get

φ̄∇∗Uν + φ̄∇∗νU + φ̄∇Uν + φ̄∇νU = −ANν − A∗Nν + 2[B∗(U, ν) +B(U, ν)]U.

Now, taking scalar product of above with W , we get

2[B∗(U, ν) +B(U, ν)]− C(ν,W )− C∗(ν,W ) = 0.

Further, from (i), we have 2[C(W, ν) + C∗(W, ν)] + C(ν,W ) + C∗(ν,W ) = 0.

Definition 3.10. Let M̄ be an indefinite nearly β−Kenmotsu statistical manifold.

Then, (i) A lightlike hypersurface M of M̄ is said to be totally tangentially umbilical
with respect to ∇̄ (respectively ∇̄∗) if

B(X, Y ) = cg(X, Y ) (respectively, B∗(X, Y ) = c∗g(X, Y )) for all X, Y ∈ Γ(TM)

where c and c∗ are smooth functions.

(ii) A lightlike hypersurface M of M̄ is said to be totally normally umbilical with
respect to ∇̄ (respectively ∇̄∗) if

A∗′ξX = cPX (respectively, A′ξX = cPX) for all X, Y ∈ Γ(TM).

In case, if c = 0 and c∗ = 0, then M is totally geodesic.
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Definition 3.11. (i) A lightlike hypersurface M of M̄ is said to be screen totally
umbilical with respect to ∇̄ if

A∗NX = dPX or equivalently, C(X,PY ) = dg(X,PY ) for all X, Y ∈ Γ(S(TM))

where d is a smooth function.

(ii) A lightlike hypersurface M of M̄ is said to be screen totally umbilical with respect
to ∇̄∗if
ANX = d∗PX or equivalently, C∗(X,PY ) = d∗g(X,PY ) for all X, Y ∈ Γ(S(TM))

where d∗ is a smooth function.

In case, if d = 0 and d∗ = 0, then M is screen totally geodesic.

Remark 3.12. For a lightlike hypersurface M of an indefinite nearly β−Kenmotsu
statistical manifold M̄ , the integral curve of ν is a spacelike geodesic of both M̄ and M
with respect to the connections ∇̄ and∇ (respectively ∇̄∗ and∇∗), where ν ∈ Γ(TM).

Proof. Taking X = Y = ν in (15), we get ∇̄∗νν = 0 and ∇̄νν = 0. Thus,

(37) ∇νν = 0, B(ν, ν) = 0, C(ν, ν) = 0,

(38) ∇∗νν = 0, B∗(ν, ν) = 0, C∗(ν, ν) = 0.

by Gauss formula.

As, ∇̄νν = 0,∇νν = 0, ∇̄∗νν = 0 and ∇∗νν = 0, then the integral curve of ν is
a spacelike geodesic of both M̄ and M with respect to the connection ∇̄ and ∇
(respectively ∇̄∗ and ∇∗).

Theorem 3.13. For a lightlike hypersurfaceM of an indefinite nearly β−Kenmotsu
statistical manifold M̄ where ν is tangent to M , the following assertions hold:
(i) If M is totally umbilical, then M is totally geodesic.
(ii) If M is screen totally umbilical, then M is screen totally geodesic.

Proof. (i) On taking, X = Y = ν in definition (3.10), we have B(ν, ν) = cg(ν, ν) =
c which implies c = 0 using (37) and similarly B∗(ν, ν) = c∗g(ν, ν) = c∗ which implies
c∗ = 0 using (38). Therefore, M is totally geodesic.

(ii) If M is screen totally umbilical, then C(X,PY ) = dg(X,PY ) and C∗(X,PY ) =
d∗g(X,PY ) from definition (3.11). Now, on taking X = PY = ν in above, we
get C(ν, ν) = dg(ν, ν) = d which implies d = 0 using (37) and similarly C∗(ν, ν) =
d∗g(ν, ν) = d∗ which implies d∗ = 0 using (38). Therefore, M is screen totally geodesic.

3.2. Recurrent and Lie recurrent structure tensor field.

Definition 3.14. An almost contact metric manifold equipped with an indefinite
statistical structure is called an indefinite almost contact metric statistical manifold.

Definition 3.15. The structure tensor field φ̄ of a lightlike hypersurface M is said
to be recurrent if there exists a 1−form µ on M such that

(39) (∇X φ̄)Y = µ(X)φ̄Y (resp. (∇∗X φ̄)Y = µ∗(X)φ̄Y ).
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Theorem 3.16. For a lightlike hypersurface M of an indefinite almost contact
metric statistical manifold M̄ such that ν is tangent to M , if φ̄ is recurrent, then
µ(X) + µ∗(X) = 0.

Proof. Replacing Y by W in (39) and then from (31), (32) we have

(40) φ̄∇XW + φ̄∇∗XW + A′ξX + A∗′ξX + {τ(X) + τ ∗(X) + µ(X) + µ∗(X)}ξ = 0.

Similarly, replacing Y by ξ in (39) and then using (29), (30) we have

(41) ∇XW +∇∗XW − φ̄A′ξX − φ̄A∗
′
ξX + {τ(X) + τ ∗(X)− µ(X)− µ∗(X)}W = 0.

Now, taking scalar product of above with W we get

u(∇XW ) + u(∇∗XW ) + g(A′ξX, φ̄W ) + g(A∗′ξX, φ̄W ) + [u(A′ξX) + u(A∗′ξX)]θ(W )

+u(W )[θ(A′ξX) + θ(A∗′ξX)] = 0

which implies, u(∇XW )+u(∇∗XW ) = 0 asA′ξX,A
∗′
ξX ∈ Γ(S(TM)) and ξ ∈ Γ(Rad(TM)).

Now, taking scalar product with ν to (41), we have

η(∇XW ) + η(∇∗XW ) + g(A′ξX, φ̄ν) + g(A∗′ξX, φ̄ν) + [u(A′ξX) + u(A∗′ξX)]θ(ν)

+u(ν)[θ(A′ξX) + θ(A∗′ξX)] = 0

which implies η(∇XW ) + η(∇∗XW ) = 0.

By applying φ̄ to (40), we get

−∇XW −∇∗XW + φ̄A′ξX + φ̄A∗′ξX − {τ(X) + τ ∗(X) + µ(X) + µ∗(X)}W = 0

which implies µ(X) + µ∗(X) = 0. Hence, the result.

Definition 3.17. The structure tensor field φ̄ of M is said to be Lie recurrent if
there exists a 1−form ψ on M such that

(42) (LX φ̄)Y = ψ(X)φ̄Y

where, LX stands for the Lie derivative on M w.r.t X that is,

(43) (LX φ̄)Y = [X, φ̄Y ]− φ̄[X, Y ].

If (LX φ̄)Y = 0, then φ̄ is called Lie parallel.

Theorem 3.18. Let M be a lightlike hypersurface of an indefinite almost contact
metric statistical manifold M̄ such that ν is tangent to M . If the structure tensor
field φ̄ is Lie recurrent, then φ̄ is Lie parallel.

Proof. Since ∇ and ∇∗ are torsion free,

∇XY −∇YX = [X, Y ] and ∇∗XY −∇∗YX = [X, Y ].

From (42) and (43), we have ψ(X)φ̄Y = [X, φ̄Y ]− φ̄[X, Y ] which implies

(44) ψ(X)φ̄Y = (∇X φ̄)Y −∇φ̄YX + φ̄∇YX.

Similarly, we have

(45) ψ(X)φ̄Y = (∇∗X φ̄)Y −∇∗φ̄YX + φ̄∇∗YX.
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Adding (44) and (45), then replacing Y by W , we have

(46) 2ψ(X)ξ = (∇X φ̄)W −∇ξX + φ̄∇WX + (∇∗X φ̄)W −∇∗ξX + φ̄∇∗WX.

Using (31) and (32) in (46), we have
(47)
∇ξX+∇∗ξX = −φ̄(∇XW+∇∗XW−∇WX−∇∗WX)−A′ξX−A∗

′
ξX−{τ(X)+τ∗(X)+2ψ(X)}ξ.

Adding (44) and (45), then replacing Y by ξ, we have

(48) − 2ψ(X)W = (∇X φ̄)ξ +∇WX + φ̄∇ξX + (∇∗X φ̄)ξ +∇∗WX + φ̄∇∗ξX.

Using (29) and (30), we obtain

(49) φ̄[∇ξX +∇∗ξX] = ∇XW +∇∗XW −∇WX −∇∗WX − φ̄(A′ξX + A∗′ξX)

+{τ(X) + τ ∗(X)− 2ψ(X)}W.
Now, taking scalar product of (49) with W , we have

(50) u(∇XW +∇∗XW −∇WX −∇∗WX) = 0.

Similarly, taking scalar product of (49) with ν, we have

(51) η(∇XW +∇∗XW −∇WX −∇∗WX) = 0.

On applying φ̄ to (47) and using (50), (51), we have

φ̄[∇ξX+∇∗ξX] = ∇XW+∇∗XW−∇WX−∇∗WX−φ̄(A′ξX+A∗′ξX)+{τ(X)+τ∗(X)+2ψ(X)}W.

Comparing above equation with (49), we have ψ(X) = 0 which implies ψ = 0.
Therefore, φ̄ is Lie parallel.

Theorem 3.19. Let M be a lightlike hypersurface M of an indefinite nearly
β−Kenmotsu statistical manifold M̄ . If one of the following three conditions is satis-
fied:
(i) (∇X φ̄)Y + (∇Y φ̄)X + (∇∗X φ̄)Y + (∇∗Y φ̄)X = 0,
(ii) φ̄ is parallel w.r.t induced connection ∇ and ∇∗ on M ,
(iii) φ̄ is recurrent,
then β = 0. Thus, M̄ is an indefinite nearly cosymplectic statistical manifold.

In this case, the shape operators A′ξ, A
∗′
ξ, AN and A∗N satisfy:

(52) A′ξW +A∗′ξW = 0, ANW +A∗NW = 0, ANν +A∗Nν = 0, ANξ+A∗Nξ = 0,

(53) A′ξν + A∗′ξν = 0, ANX + A∗NX = [u(ANX) + u(A∗NX)]U.

Proof. (i) Let (∇X φ̄)Y + (∇Y φ̄)X + (∇∗X φ̄)Y + (∇∗Y φ̄)X = 0. Considering (33)
and replacing ∇ by ∇∗ and then adding the obtained equation to (33), we get

(54) (∇X φ̄)Y + (∇Y φ̄)X + (∇∗X φ̄)Y + (∇∗Y φ̄)X

= −2β[η(Y )φ̄X + η(X)φ̄Y ]− 2[B∗(X, Y ) +B(X, Y )]U

+u(Y )[ANX + A∗NX] + u(X)[ANY + A∗NY ]

which implies
(55)
0 = −2β[η(Y )φ̄X+η(X)φ̄Y ]−2[B∗(X,Y )+B(X,Y )]U+u(Y )[ANX+A∗NX]+u(X)[ANY+A∗NY ].
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Taking the scalar product with N of above, we have

0 = −2β[η(Y )w(X)+η(X)w(Y )]+u(Y )[g(ANX+A∗NX,N)]+u(X)[g(ANY+A∗NY,N)]

which implies, β[η(Y )w(X) + η(X)w(Y )] = 0, using (10).

On taking Y = W in β[η(Y )w(X) + η(X)w(Y )] = 0, βη(X) = 0 is obtained.

Now, putting X = ν in βη(X) = 0, we obtain β = 0.

Therefore, M̄ is an indefinite nearly cosymplectic statistical manifold.

As β = 0, (55) becomes

(56) u(Y )[ANX + A∗NX] + u(X)[ANY + A∗NY ]− 2[B∗(X, Y ) +B(X, Y )]U = 0.

Taking scalar product of (56) with W , we have

(57) 2[B∗(X, Y )+B(X, Y )] = u(Y )[u(ANX)+u(A∗NX)]+u(X)[u(ANY )+u(A∗NY )]

Taking Y = W in (57) and using (10), we derive

2[B∗(X,W ) +B(X,W )] = u(X)[C∗(W,W ) + C(W,W )]

Replacing X by U in above equation, we have

(58) 2[B∗(U,W ) +B(U,W )] = C∗(W,W ) + C(W,W )

On comparing (58) with (ii) of theorem (3.9), we have C∗(W,W ) + C(W,W ) = 0
which implies B∗(U,W ) +B(U,W ) = 0 and hence

(59) B∗(X,W ) +B(X,W ) = 0.

Since S(TM) is non-degenerate and B, B∗ are symmetric, therefore using (11) in (59)
gives A′ξW + A∗′ξW = 0.

Now taking X = U and Y = W in (56) implies

ANW + A∗NW = 0.

Taking scalar product of the above equation with ν, we get

(60) C∗(W, ν) + C(W, ν) = 0.

Using (60) in (i) and (v) of theorem (3.9) gives B(U, ν)+B∗(U, ν) = 0 and C(ν,W )+
C∗(ν,W ) = 0, respectively.

Also, taking X = U and Y = ν in (56), we get

(61) ANν + A∗Nν = 0.

Similarly, taking X = U and Y = ξ in (56) gives ANξ + A∗Nξ = 0.

Replacing Y by ν in (57) and using (61), we get B∗(X, ν) + B(X, ν) = 0. Since, B
and B∗ are symmetric then using (11), we have A′ξν + A∗′ξν = 0.

Now taking Y = U in (57), we obtain

(62) 2[B∗(X,U) +B(X,U)] = [u(ANX) + u(A∗NX)] + u(X)[u(ANU) + u(A∗NU)].
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Replacing Y by U in (56) and using (62), we have
(63)
ANX+A∗NX+u(X)[ANU+A∗NU−u(ANU)U−u(A∗NU)U ]−u(ANX)U−u(A∗NX)U = 0.

Taking X = U to (63), we have ANU + A∗NU = [u(ANU) + u(A∗NU)]U and hence,
ANX + A∗NX = [u(ANX) + u(A∗NX)]U.

(ii) If φ̄ is parallel w.r.t ∇ and ∇∗, then (∇X φ̄)Y + (∇Y φ̄)X = 0 and (∇∗X φ̄)Y +
(∇∗Y φ̄)X = 0, respectively. Hence (∇X φ̄)Y + (∇Y φ̄)X + (∇∗X φ̄)Y + (∇∗Y φ̄)X = 0.

Thus, β = 0 and all the required equations are satisfied using (i).

(iii) If φ̄ is recurrent, then from theorem (3.16), φ̄ is parallel w.r.t ∇ and ∇∗. Thus,
β = 0 and the equations in (52) and (53) hold by (ii).

Definition 3.20. The structure tensor field φ̄ of the lightlike hypersurface M is
s.t.b nearly recurrent if there exists a 1−form µ on M such that

(∇X φ̄)Y + (∇Y φ̄)X = µ(X)φ̄Y + µ(Y )φ̄X,

(resp. (∇∗X φ̄)Y + (∇∗Y φ̄)X = µ∗(X)φ̄Y + µ∗(Y )φ̄X.)
(64)

Theorem 3.21. LetM be a lightlike hypersurface of an indefinite nearly β−Kenmotsu
statistical manifold M̄ . If φ̄ is nearly recurrent, then 2βη = −(µ+ µ∗) on M . In this
case, the shape operators A′ξ, A

∗′
ξ, AN and A∗N satisfies all the equations from the

theorem (3.19).

Proof. If φ̄ is nearly recurrent, then using (64) and (54), we have

(65) [µ(X) + µ∗(X) + 2βη(X)]φ̄Y + [µ(Y ) + µ∗(Y ) + 2βη(Y )]φ̄X

= u(Y )[ANX + A∗NX] + u(X)[ANY + A∗NY ]− 2[B∗(X, Y ) +B(X, Y )]U

Taking the scalar product of above equation with N and then from (10), we have

(66) [µ(X) + µ∗(X) + 2βη(X)]w(Y ) + [µ(Y ) + µ∗(Y ) + 2βη(Y )]w(X) = 0

Taking X = Y = W in above equation, we get

(67) µ(W ) + µ∗(W ) = 0.

Replacing Y by W in (66) and using (67), we get µ(X) + µ∗(X) = −2βη(X).

Taking scalar product of (65) with W , we obtain

2[B∗(X, Y ) +B(X, Y )] = u(Y )[u(ANX) + u(A∗NX)] + u(X)[u(ANY ) + u(A∗NY )]

which is (57) of theorem (3.19). Therefore, by the course of the proof of (i) of theorem
(3.19), we have all equations of shape operators.



On classes of indefinite β-Kenmotsu statistical manifold 609

4. Lightlike geometry of leaves in indefinite β−Kenmotsu statistical man-
ifold

This section deals with study of the lightlike geometry of leaves of screen distribution
S(TM) and {φ(TM⊥)⊕ φ(tr(TM))} ⊥ Lo, where Lo is φ-invariant distribution in an
indefinite β−Kenmotsu statistical manifold.

Definition 4.1. [9] Let (ḡ, φ, ν) be an almost contact metric structure defined on
an indefinite statistical manifold (M̄, ∇̄, ∇̄∗, ḡ). Then (∇̄, ∇̄∗, ḡ, φ, ν) is said to be an
indefinite β−Kenmotsu statistical struture on M̄ if and only if:

(68) ∇̄XφY − φ∇̄∗XY = β{ḡ(φX, Y )ν − η(Y )φX} and

(69) ∇̄Xν = β{X − η(X)}+ µ(X)ν

hold for all the vector fields X, Y on M̄ , where µ(X) = η(∇̄Xν) = −η(∇̄∗Xν) =
η(K(ν, ν))η(X).

Theorem 4.2. For a lightlike hypersurface M of an indefinite nearly β−Kenmotsu
statistical manifold,

(70) B(X,U) +B∗(X,U) = C(X,W ) + C∗(X,W ), for all X ∈ Γ(TM).

Proof. From (8), we have

∇̄XN + ∇̄∗XN = −ANX − A∗NX + τ(X)N + τ ∗(X)N

Since M̄ is an indefinite β−Kenmotsu statistical manifold, therefore on applying φ in
above and using (22), we have

−(∇̄∗XU + ∇̄XU)−B(X,U)N −B∗(X,U)N − 2βw(X)ν

= −φ̄ANX − u(ANX)N − φ̄A∗NX − u(A∗NX)N − τ(X)U − τ ∗(X)U

On comparing transversal parts, we get the desired result.

Let the screen distribution S(TM) of lightlike hypersurface M be integrable and M ′

be a leaf of S(TM). Using (7) and (9), we get

(71) ∇̄XY = ∇′XY + C(X, Y )ξ +B(X, Y )N,

(72) ∇̄∗XY = ∇∗′XY + C∗(X, Y )ξ +B∗(X, Y )N

for any X, Y ∈ Γ(TM ′).

Therefore, we obtain

(73) ̂̄∇XY = ∇o
XY + h0(X, Y )

where, ∇o and ho are the Levi-Civita connection and the second fundamental form of
M ′ in M̄ respectively.

So, for any X, Y ∈ Γ(TM ′),

(74) ∇o
XY =

1

2
(∇′XY +∇∗′XY ),

(75) ho(X, Y ) = C(X, Y )ξ + C∗(X, Y )ξ +B(X, Y )N +B∗(X, Y )N.
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Theorem 4.3. If (M, g, S(TM)) is a screen integrable lightlike hypersurface of an
indefinite β−Kenmotsu statistical manifold M̄ with ν ∈ Γ(TM) and M ′ is a leaf of
S(TM), then

(76) 2∇o
XU = −w(A∗NX)ξ − w(ANX)ξ − w(A∗′ξX)N − w(A′ξX)N − 2βw(X)ν

+φANX + φA∗NX + τ(X)U + τ ∗(X)U

for X ∈ Γ(TM ′).

Proof. Using (8), we obtain

(77) ∇̄XN + ∇̄∗XN = −ANX − A∗NX + τ(X)N + τ ∗(X)N

On applying φ to (77) and using the fact that M̄ is an indefinite β−Kenmotsu sta-
tistical manifold, we have

−(∇̄∗XU + ∇̄XU)− 2βw(X)ν = −φANX − φA∗NX − τ(X)U − τ ∗(X)U

Therefore, we get the desired result from (71) and (72).

Theorem 4.4. Let (M, g, S(TM)) be a screen integrable lightlike hypersurface of
an indefinite β−Kenmotsu statistical manifold M̄ with ν ∈ Γ(TM) and M ′ be a leaf
of S(TM). Then,

(78) 2∇o
XW = −u(A∗NX)ξ − u(ANX)ξ − u(A∗′ξX)N − u(A′ξX)N − 2βu(X)ν

+φA′ξX + φA∗′ξX − τ(X)W − τ ∗(X)W

for X ∈ Γ(TM ′).

Proof. Considering (7), we have

∇̄XY + ∇̄∗XY = ∇XY +∇∗XY +B(X, Y )N +B∗(X, Y )N

On replacing Y by ξ in above equation, we get

(79) ∇̄Xξ + ∇̄∗Xξ = −A′ξX − A∗
′
ξX − τ(X)ξ − τ ∗(X)ξ

By applying φ to (79) and using the concept of indefinite β−Kenmotsu statistical
manifold, we derive

−(∇̄∗XW + ∇̄XW )− 2βu(X)ν = −φA′ξX − φA∗
′
ξX + τ(X)W + τ ∗(X)W

Hence the result follows using (71) and (72).

Theorem 4.5. Let M̄ be an indefinite β−Kenmotsu statistical manifold and
(M, g, S(TM)) be a screen integrable lightlike hypersurface of M̄ . Then, the vec-
tor field U is parallel with respect to the Levi-Civita connection ∇o on the leaf M ′ of
S(TM) if and only if

ANX + A∗NX = u(ANX)U + u(A∗NX)U, for all X ∈ Γ(TM ′),

w and (τ + τ ∗) vanish on M ′.
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Proof. Let, U be parallel with respect to ∇o on M ′. Then from (76), we have

φANX + φA∗NX = w(ANX)ξ + w(A∗NX)ξ + w(A′ξX)N + w(A∗′ξX)N − τ(X)U

−τ ∗(X)U + 2βw(X)ν

Now φX = φ̄X + u(X)N implies

φ̄ANX+u(ANX)N+φ̄A∗NX+u(A∗NX)N = w(ANX)ξ+w(A∗NX)ξ+w(A′ξX)N+w(A∗′ξX)N

+2βw(X)ν − τ(X)U − τ∗(X)U

Applying φ̄ on both sides of the above equation and using (23), we have

ANX + A∗NX = w(ANX)W + w(A∗NX)W + w(A′ξX)U + w(A∗′ξX)U.

Then from (70),

(80) ANX + A∗NX = w(ANX)W + w(A∗NX)W + u(ANX)U + u(A∗NX)U.

Using (80) in (76), we get

w(A′ξX)N+w(A∗′ξX)N−u(ANX)N−u(A∗NX)N+2βw(X)ν−τ(X)U−τ ∗(X)U = 0.

On comparing tangential and transversal parts, we conclude that

w(X) = 0, for all X ∈ Γ(TM ′)

and τ(X) + τ ∗(X) = 0

which implies ANX + A∗NX = u(ANX)U + u(A∗NX)U.

Theorem 4.6. Let (M, g, S(TM)) be a screen integrable ligtlike hypersurface of
an indefinite β−Kenmotsu statistical manifold (M̄, ḡ) and M ′ be a leaf of S(TM).
Then, the vector field W is parallel with respect to the Levi-Civita connection ∇o on
M ′ if and only if

A′ξX + A∗′ξX = w(A′ξX)W + w(A∗′ξX)W, for all X ∈ Γ(TM ′),

u and (τ + τ ∗) vanish on M ′.

Proof. Suppose that W is parallel with respect to ∇o on M ′. Then using (78), we
obtain

φA′ξX + φA∗′ξX = u(ANX)ξ + u(A∗NX)ξ + u(A′ξX)N + u(A∗′ξX)N

+τ(X)W + τ ∗(X)W + 2βu(X)W

Since φX = φ̄X + u(X)N , so the above equation implies

φ̄A′ξX + u(A′ξX)N + φ̄A∗′ξX + u(A∗′ξX)N = u(ANX)ξ + u(A∗NX)ξ + u(A′ξX)N

+u(A∗′ξX)N + 2βu(X)ν + τ(X)W + τ ∗(X)W

On applying φ̄ on both sides and using (23), we drive

A′ξX +A∗′ξX = u(ANX)W + u(A∗NX)W + u(A′ξX)U + u(A∗′ξX)U − τ(X)ξ − τ ∗(X)ξ

From (70), we have

A′ξX +A∗′ξX = w(A′ξX)W +w(A∗′ξX)W +u(A′ξX)U +u(A∗′ξX)U − τ(X)ξ− τ ∗(X)ξ.

Now comparing tangential and transversal parts, we have

(81) A′ξX + A∗′ξX = w(A′ξX)W + w(A∗′ξX)W + u(A′ξX)U + u(A∗′ξX)U

and τ(X) + τ ∗(X) = 0.
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Now, from (81), (78) and (22), we get

2βu(X)N − 2(τ(X) + τ ∗(X))W = 0.

which implies
u(X) = 0, for all X ∈ Γ(TM ′).

Hence A′ξX + A∗′ξX = w(A′ξX)W + w(A∗′ξX)W.

LetK be an element of φ(TM⊥)⊕φ(tr(TM)) which is non-degenrate vector subbundle
of S(TM) of rank 2. Then there exists non-zero function a and b such that

(82) K = aW + bU.

We see that a = w(K) and b = u(K). Let κ be a 1−form locally defined by
κ(X) = g(K,X).

Theorem 4.7. Let M̄ be an indefinite β−Kenmotsu statistical manifold with ν ∈
Γ(TM) and M ′ be a leaf of S(TM). Let (M, g, S(TM)) be a screen integrable lightlike
hypersurface of M̄ . Then

κ(∇o
XY ) = βκ(X)η(Y )− κ(φho(X, φ̄Y )),

κ([X, Y ]) = β(κ(X)η(Y )− κ(Y )η(X))− κ(φho(X, φ̄Y )) + κ(φho(Y, φ̄X))

for any X, Y ∈ Γ(TM ′).

Proof. Since ̂̄∇ =
1

2
(∇̄ + ∇̄∗), then for any X, Y ∈ Γ(TM ′), using (73) and (82),

we obtain

κ(∇o
XY ) =

1

2
[ g(∇̄XY, aW + bU) + g(∇̄∗XY, aW + bU) ]

which implies

(83) κ(∇o
XY ) =

1

2
[ w(K)u(∇̄XY )+u(K)w(∇̄XY )+w(K)u(∇̄∗XY )+u(K)w(∇̄∗XY ) ]

On applying φ on (68) and using (2) and (22), we get

φ∇X φ̄Y +φ(∇Xu(Y )N)−B(X, φ̄Y )U + ∇̄∗XY − η(∇∗XY )ν = βXη(Y )−βη(X)η(Y )ν

which implies

(84) ∇̄∗XY = βXη(Y )− βη(X)η(Y )ν + η(∇∗XY )ν +B(X, φ̄Y )U − φ(∇Xu(Y )N)

+C(X, φ̄Y )W − u(∇′X φ̄Y )N − φ̄(∇′X φ̄Y ).

Similarly we have

(85) ∇̄XY = βXη(Y )− βη(X)η(Y )ν + η(∇XY )ν +B∗(X, φ̄Y )U − φ(∇∗Xu(Y )N)

+C∗(X, φ̄Y )W − u(∇∗′X φ̄Y )N − φ̄(∇∗′X φ̄Y ).

Using (84) and (85) in (83), we get

κ(∇o
XY ) =

1

2
w(K)[B(X, φ̄Y ) +B∗(X, φ̄Y )] +

1

2
u(K)[C(X, φ̄Y ) + C∗(X, φ̄Y )]

+β[w(K)u(X) + u(K)w(X)]η(Y )

which leads to

(86) κ(∇o
XY ) = βκ(X)η(Y )− κ(φho(X, φ̄Y )).
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Considering κ([X, Y ]) = κ(∇o
XY )− κ(∇o

YX), and then using (86), we get the desired
result.

5. Scope and Relevance

This paper initiates the theory of lightlike hypersurfaces of indefinite nearly β− Ken-
motsu statistical manifold. So, it is proposed that there is a scope for further ex-
ploration into the geometric characteristics of such hypersurfaces. Also, this research
work has analyzed the lightlike geometry of leaves of integrable distributions in β−
Kenmotsu statistical manifold which can be subsequently investigated for various
classes of an almost contact metric manifold combined with the statistical structure.
The study of indefinite contact metric statistical manifolds is efficacious in the field
of lightlike geometry which hold relevance in general relativity. Moreover, the diverse
geometric attributes of hypersurfaces discussed in this paper can also be researched
for complex manifolds.
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