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Abstract

Color, texture, and shape act as important information for images in human

recognition. For content-based image retrieval, many studies have combined

color, texture, and shape features to improve the retrieval performance. How-

ever, there have not been many powerful methods for combining all color, tex-

ture, and shape features. This study proposes a content-based image retrieval

method that uses the combined local and global features of color, texture, and

shape. The color features are extracted from the color autocorrelogram; the

texture features are extracted from the magnitude of a complete local binary

pattern and the Gabor local correlation revealing local image characteristics;

and the shape features are extracted from singular value decomposition that

reflects global image characteristics. In this work, an experiment is performed

to compare the proposed method with those that use our partial features and

some existing techniques. The results show an average precision that is 19.60%

higher than those of existing methods and 9.09% higher than those of recent

ones. In conclusion, our proposed method is superior over other methods in

terms of retrieval performance.
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1 | INTRODUCTION

Recently, the quantity of multimedia has dramatically
increased with the evolution of computer systems and
networks. Multimedia is often used as a tool for increas-
ing the communication efficiency. Image utilization is
particularly increasing due to the development of mobile
phone cameras and image-editing technologies. The
retrieval of similar images in a large amount of images is
provided as an internet service to users. It can also be

used in online art galleries and shopping malls and digi-
tal studios.

Content-based image retrieval is the process of
extracting objective feature information representing
images, computing the similarity between the features
extracted from a query image and an image in a database,
and retrieving images in order of high similarity. A
content-based image retrieval system is more useful
when retrieving images without specific keywords, those
outside the radius of our knowledge, or those that exist
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on foreign-language websites that use languages we do
not know.

The features used in content-based image retrieval
are usually classified as texture, color, and shape features.
These are low-level features; hence, they may be needed
not only in image retrieval but also in various fields, such
as image recognition and classification, computer vision,
and deep learning. For content-based image retrieval,
early studies have used the features extracted from a sin-
gle class. Lately, however, a combination of features
extracted from two or three classes has been applied.

The methods used for the color feature extraction
include the extract histogram [1], color autocorrelogram
[2], color structure descriptor (CSD) [3], scalable color
descriptor (SCD) [3], color moment [4], and dominant
color descriptor (DCD) [3]. The histogram [1] is global
statistics that possess information of the global color dis-
tribution and the scale- and rotation-invariant character-
istics. However, it does not exhibit a high retrieval
performance due to lack of local information. In space,
the color autocorrelogram [2] contains the color distance
information, while the CSD [3] has the local color struc-
ture information, enabling them to complement the dis-
advantage of the histogram. The SCD [3] uses Haar
transform coefficients and is a compact descriptor com-
posed of 63 bits. Color moments [4] are scale and rotation
invariant. The two color moments are an image’s average
and standard deviation. The DCD [3] uses the dominant
colors of an image in the hue max min diff (HMMD)
color space.

The methods used for the texture feature extraction
include the edge histogram [3], gray level co-occurrence
matrix (GLCM) [5], Gabor transformation [6], wavelet
transformation [7], multi-resolution multi-direction
(MRMD) transformation [8], local binary pattern (LBP)
[9], rotation-invariant uniform LBP (RULBP) [9], com-
pleted LBP (CLBP) [10], and so on. The edge histogram
has a local-edge distribution in an image, where the
edges are captured at the vertical, horizontal, and diago-
nal directions (45� and 135�), and is non-direction spe-
cific. Meanwhile, the GLCM [5] considers the spatial
relationship of pixels used to extract statistics features
like contrast, correlation, energy, and homogeneity.
Gabor transformation [6] has multi-resolution and
-direction characteristics. It performs an optimal mea-
surement of the local spatial frequencies and is usually
employed for image analysis, texture classification, image
processing, and face recognition. Wavelet transformation
[7] is used to extract local spectral and temporal informa-
tion as decomposing a signal by using wavelets of varying
scale and location. In two dimensions, discrete wavelet
transformation is used to extract the geometric moment
of normalized coefficients. We previously proposed the

MRMD [8] method that is useful for the MRMD texture
analysis. The LBP [9] considers the subtractions of the
center pixel from the circularly symmetric neighborhood.
It derives an RULBP [9] having at most two bitwise tran-
sitions. The CLBP [10] is used to generalize the LBP, such
that a pixel is expressed as the three binary maps of
CLBP-Center, CLBP-Sign, and CLBP-Magnitude.

The methods used for the shape feature extraction
include the Zernike moments [11] and moment invari-
ants [12, 13] based on area and the Fourier descriptor
[14] and chain code [15] based on contour. These are
especially useful in images with shapes (e.g., logo, sym-
bol, and icon). Selvan and Ramakrishnan [16] presented
a new trial using singular value decomposition (SVD) to
obtain shape or structural features. They considered sin-
gular values to have a probability density function (PDF)
and estimated the PDF slope. However, we regard singu-
lar values herein to have the form of deterministic expo-
nential functions in terms of the index order and
measure the slopes of their exponential functions related
to the global structure.

Recent methods include multichannel decoded LBPs
[17], directional local extrema patterns [18], and com-
bined modified color histogram and diagonally symmet-
ric co-occurrence texture pattern [19], among many
others. Multichannel decoded local binary patterns [17]
are introduced as two adder- and decoder-based schemas
for the LBP combination from more than one channel.
The joint information of each channel is captured in each
of the output channels of the adder and the decoder
before the histogram computation. Directional local
extrema patterns [18] consider encoding the spatial rela-
tion between any pair of neighbors in a local region for
the directional edge information in the 0�, 45�, 90�, and
135� directions in an image. The combination of modified
color and texture information [19] is proposed as a tex-
ture descriptor using a diagonally symmetric local binary
co-occurrence pattern and a color descriptor considering
the inter-channel relationship between the H and S chan-
nels of an image. The method proposed in Ahmed and
Mohamed [20] conducts strategies of early and late
fusion. In early fusion, the method employs a combina-
tion of 18 color and 12 texture features. In late fusion, it
employs three of the most common distance measures.
The methods proposed in Anibou and others [7] and
Dubey and others [21] are new methods of the local
image feature description based on the local binary pat-
terns extracted from multiple filtered images.

Many of the recent studies that used machine learn-
ing have been referred to Hameed and others [22] and
Rout and others [23]. The method proposed in Kumar
and Kumar [24] investigated the performance of the
extreme gradient boosting classifier for two-dimensional
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(2D) object recognition. That in Chhabra and others [25]
considered three classifiers, namely, decision tree, ran-
dom forest, and multilayer perceptrons. Meanwhile, the
approach proposed in Hameed and others [26] uses a
support vector machine for classification.

So far, the problem with image retrieval is that only a
few methods have been proposed for combining well-
matched color, texture, and shape features, such that the
retrieval performance is at a desired level.

Our proposed feature extraction method is a combina-
tion of color, texture, and shape features. As an advan-
tage, it uses low-level features with a high retrieval
performance, which do not need a training process
unlike deep learning. Low-level features may be used in
deep learning. Furthermore, the extracted feature vector
has a low dimension, thereby saving storage.

The contribution of our proposed content-based
image retrieval is a fusion of color, texture, and shape fea-
tures. The color feature is extracted from the color auto-
correlogram. The texture feature is extracted from the
uniform-magnitude local binary pattern (UMLBP) and
Gabor local correlation. Lastly, the shape feature is
extracted from SVD, in which the SVD feature belongs to
the global feature, and others belong to the local feature.
The proposed method has multi-resolution and multi-
direction characteristics, while the SVD, UMLBP, and
color autocorrelogram have rotation-invariant character-
istics. The proposed method combines well-coordinated,
low-level features and has excellent aspects of high
retrieval performance and low dimension.

The remainder of this paper is structured as follows:
Section 2 provides the preliminaries; Section 3 describes
the entire content-based image retrieval system and the
feature extraction method proposed herein; Section 4 dis-
cusses the experimental procedure and results; Section 5
provides a discussion; and Section 6 concludes this study.

2 | PRELIMINARIES

2.1 | Multi-resolution, multi-direction
filter

We chose the MRMD filter set used in the previous paper
[8] as a tool for extracting the MRMD features in this
work. Given an image I, the general MRMD filter opera-
tion is expressed as follows [8]:

yr, θ pð Þ¼
X

q � Q
hr, θ pð Þ � I p�qð Þ, ð1Þ

where hr, θ pð Þ is a high-pass filter defined as

hr, θ pð Þ ¼ �1, q¼ 0, 0ð Þ
1, q¼2r�1� cosθ, sinθð Þ

n
ð2Þ

and p is the pixel position. Symbols r and θ stand for res-
olution level and direction, respectively. Q stands for the
support region of filtering. The filter hr, θ consists of two
tabs corresponding to the center pixel and the pixel of
position 2r�1 � cosθ, sinθð Þ. Resolution and direction are
those of r � 1, 2, � � �, Mf g and θ¼ 2 �π �n=N ,
n� 0, 1, 2, � � �, N�1f g, respectively, where M and N are
the maximum of the resolution levels and the number of
directions, respectively.

2.2 | Singular value decomposition

SVD [16, 27] is widely used in image processing and com-
pression, computer vision, among others. Singular values
stand for the diagonal elements of the diagonal matrix of
SVD. SVD is explained below [28, 29].

Any m�n matrix A can be factored as

A¼U �Σ �VT, ð3Þ

where U is m�m and orthogonal. V is n�n and orthog-
onal. U and V comprise singular vectors. Σ is m�n, of
which the principal diagonal elements are singular values
of the A matrix in a descending order.

2.3 | Local binary pattern

The output of the LBP operator is obtained from a binary
pattern of a local neighborhood with a threshold at the
gray value of the center pixel that characterizes the spa-
tial structure of the local image texture [9, 30].

LBPP,R ¼
XP�1

p¼0
s gp�gc
� �

�2p, s xð Þ¼ 1, x ≥ 0
0, x<0

n
, ð4Þ

where P is the total number of equally spaced pixels on a
circle and R is the neighborhood radius. Notations gc and
gp are the gray values of the center pixel and the circu-
larly symmetric neighborhood, respectively. If the gc
coordinate is 0, 0ð Þ, then the gp coordinates are given by
�R � sin 2 �π �p=pð Þ, R � cos 2 �π �p=pð Þð Þ.

Operation U corresponds to the following number
of spatial transitions (bitwise 0/1 changes) in the
pattern [9]:
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U LBPP,Rð Þ¼ js gp�1� gc
� �

� s g0� gcð Þj

þ
XP�1

p¼1
js gp� gc
� �

� s gp�1�gc
� �

j
:

ð5Þ

The following operator is for the uniform LBP (ULBP)
with a U value of at most 2:

LBPriu2
P,R ¼

PP�1

P¼0
s gp � gcð Þ, if U LBPP, Rð Þ≤ 2

Pþ 1, otherwise
:,

�
ð6Þ

where superscriptriu2 of the LBP means the rotation-
invariant “uniform” patterns with a U value of at most 2.

2.4 | Gabor wavelet

A 2D Gabor wavelet is a Gaussian function of a sine wave
with frequency and direction. The following expression
of the 2D Gabor wavelet is used herein [6, 31]:

g x, yð Þ¼ 1
2 �π �σx �σy � exp �1

2
x2

σ2x
þ y2

σ2y

 !
�2 �π � j �W �x

" #
,

ð7Þ

where j¼ ffiffiffiffiffiffiffi�1
p

; x and y stand for the spatial locations of
the kernel; and W stands for the modulation frequency.
Symbols σx and σy denote the Gaussian function dilation.

A set of 2D Gabor wavelets presented as follows can
be used to extract various frequency information in dif-
ferent resolutions and directions:

gs,n x, yð Þ¼ a�2�s �g x0, y0ð Þ, ð8Þ

where a>1, x0 ¼ a�s � x � cosθnþ y � sinθnð Þx0 ¼ a�s

xcosθnþ ysinθnð Þ, and y0 ¼ a�s � �x � sinθnþy � cosθnð Þ.
θn ¼ n �π=K for s¼ 0, 1,…, S�1 and n¼ 0, 1,…, K�1.
Symbols S and K stand for the numbers of scales and
directions, respectively.

3 | PROPOSED METHODOLOGY

We propose herein a fusion of local and global features
for content-based image retrieval. The local features
include those extracted from the UMLBP, Gabor local
correlation, and color autocorrelogram, while the global
features include those extracted from SVD. Figure 1
shows the block diagram of the proposed content-based
image retrieval performing the following procedure:
(1) An RGB image is converted to an HSV image;
(2) the texture and color features of the HSV image are
extracted; that is, the SVD and UMLBP features are
extracted from the MRMD filtered domain; (3) the
features extracted in Step 2 are combined; (4) the
similarity for the feature vectors of query and database
images is computed using the Mahalanobis distance

F I GURE 1 Block diagram of the proposed content-based image retrieval method
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measure; and (5) the images are retrieved in order of
higher rank.

3.1 | Singular value feature extraction
based on multi-resolution, multi-direction
filtering

The proposed method adopts SVD to measure the slope
of singular values.

The process for the feature extraction of SVD is as
follows:

Step 1. Convert the query image I to a gray image IV .
Step 2. Calculate the absolute value jyr,θj of yr,θ filtered

from Expression (1) for image IV .
Step 3. Conduct SVD using Expression (4). Singular

values are limited to 0.001 because low singular
values are often contaminated by noise. Singular
values are approximated as a form of exponential
functions [28]:

Wr,θ xð Þ¼ ar,θ xð Þ � e�λ�x , ð9Þ

where λ is the exponential function slope and x
stands for the orders of singular values.

Step 4. Calculate the average over meaningful singular
values, except for 1/4 of them in a descending
order after the log operation. The expression is
represented as follows:

Wμ
r,θ ¼ ⟨ ln ar,θ xð Þ½ �⟩� λ � ⟨x⟩, ð10Þ

where symbol ⟨�⟩ stands for the averaging opera-
tion over all xs and ar,θ is related to energy. The
result of (9) has the characteristics of the energy
and slope of the singular values.

Step 5. Repeat steps 2 to 4 for all directions.
Step 6. Calculate the average and the standard deviation

for the averages obtained in Step 4 in each level.

μr¼mean
θ � Θ Wμ

r,θ

h i
, ð11Þ

σr¼std
θ � Θ Wμ

r,θ

h i
: ð12Þ

The outcomes obtained from Step 6 are chosen as the
features for the proposed image retrieval.

The feature vector has eight dimensions in the
case of four resolution levels and is represented as
follows:

f svd ¼ μr½ �, σr½ �½ �: ð13Þ

3.2 | Feature extraction using a uniform-
magnitude local binary pattern

UMLBP [10] stands for the uniform magnitude of the
local difference in a completed LBP (CLBP_M) [10]. Our
previous study represented a local magnitude in a multi-
resolution, multi-direction filtered domain. The magni-
tude local binary pattern (MLBP) should first be utilized
for the UMLBP computation.

The MLBP expression is presented as follows [10, 32]:

MLBPN ,2r�1 pð Þ¼
XN�1

n¼0
t jyr,θn pð Þj, μr pð Þ� � �2n,

μr pð Þ¼mean
θn � Θ jyr,θn pð Þj� 	

, t x, cð Þ¼ 1, x ≥ c

0, x< c
:

( ð14Þ

where jyr,θn pð Þj stands for the absolute value of yr,θn pð Þ
and μr is evaluated by computing the jyr,θn pð Þj average.

The UMLBP expression is presented as

UMLBPN ,2r�1 pð Þ¼PN�1

n¼0
t jyr,θn pð Þj, μr pð Þð Þ, if U MLBPN ,2r�1 pð Þð Þ≤ 2

Nþ1, otherwise

�
,

ð15Þ

where U is the operator used to count the number of 1 s
in the binary pattern of the output from (14).

Finally, the normalized histogram for the
UMLBP from (15) is evaluated as follows in each resolu-
tion level:

Hr ið Þ¼ 1
jPj
X

p � P
δ UMLBPN ,2r�1 pð Þ� i
� �

, ð16Þ

where δ stands for the Kronecker delta; jPj is the image
size; and i� 0, 1, 2, � � �, N , Nþ1f g.

The UMLBP features are described as follows:

fUMLBP ¼ Hi
r

� 	
: ð17Þ
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It denotes a vector composed of the normalized histo-
gram of UMLBPN ,2r�1 . The UMLBP feature dimension is
M � Nþ2ð Þ.

3.3 | Feature extraction using the Gabor
local correlation

As a Gabor feature, we adopt the Gabor local complex
correlation coefficient used in our previous paper. The
correlation expression for two images of IA and IB is as
follows [32]:

COR
t � T IA pð Þ, IB pð Þ½ � ¼
mean
t � T IA pð Þ � IB� pð Þ� mean

t � T IA pð Þ½ � � mean
t � T IB� pð Þ½ �� 	

VAR
t � T IA pð Þ½ � � VARt � T IB� pð Þ½ �� 	1

2

,
ð18Þ

where COR, mean, and VAR stand for the correlation
coefficient, mean, and variance operators, respectively.
Symbols * and T stand for the complex conjugate and a
3�3 window, respectively.

The Gabor local correlation is expressed as follows:

ρs,n pð Þ¼ Re cor
t � T Js,n pð Þ, Js,n p� s �δθnð Þ½ �
 �

, ð19Þ

where Js,n is the Gabor-transformed complex image with
resolution s and direction n; Re{�} is the real part of the
complex number and δθn ¼ cosθn, sinθnð Þ; and ρs,n pð Þ
stands for the correlation coefficient between two 3�3
windows with a center pixel p and p� s � δθnð Þ, respec-
tively. The image composed of correlation coefficients is
obtained using (19).

The features of the Gabor local correlation are finally
obtained by computing the global average and the global
standard deviation for the image derived in (19):

μρs,n ¼ mean
p � P ρs,n pð Þ� 	

, ð20Þ

σρs,n ¼ std
p � P ρs,n pð Þ� 	

, ð21Þ

where std stands for the standard deviation operator.
The feature vector of the Gabor local correlation is

composed of the global average vector μρs,n
� 	

and the
global standard deviation vector σρs,n

� 	
:

f cor ¼ μρs,n
� 	

, σρs,n
� 	� 	

: ð22Þ

The Gabor feature vector dimension is 32 when four
resolution levels and upper four directions are used.

3.4 | Feature extraction using the color
autocorrelogram

The color autocorrelogram [2] extracts spatial informa-
tion for color. This method can effectively be used
together with global information. The process for extract-
ing the color autocorrelogram features is presented
below.

Step 1. Convert the query image I to an HSV image
IHSV.

Step 2. Conduct quantization for the hue, saturation,
and value components.

Step 3. Organize the three dimensions as follows:

IQHSV pð Þ¼ IQH pð Þ�Saturation level�Value level
þ IQS pð Þ�Saturation levelþ IQV pð Þ: ð23Þ

Step 4. For each center pixel, count the neighbor pixels
whose distances from the center are k and whose
values are similar to that of the center.

α kð Þ
c IQHSVð Þ¼

Pr IQHSV pð Þ¼ IQHSV p0ð Þ ¼ cjjp�p0j ¼ k forp, p0 �P½ �,
ð24Þ

where Pr �½ � stands for the probability satisfying
the inner condition. Symbols c and k denote the
quantized color value and the distance between p
and p0, respectively.

The feature vector of the color autocorrelogram
derived from the (24) is expressed as follows:

f autocor ¼ αc½ �: ð25Þ

The feature vector dimension is 64 when four, two, and
eight histogram bins are used for H, S, and V,
respectively.
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4 | EXPERIMENT AND RESULTS

The proposed content-based image retrieval uses a fusion
of the local and global features extracted from the Gabor
local correlation, UMLBP, SVD, and color
autocorrelogram.

This experiment involved four tests for the superiority
of the proposed method. The first target for comparison
was the partial features of the proposed method for the
retrieval performance. The second target was the pairs of
partial features. The third target was the existing methods
that include the color histogram, SCD, CSD, RULBP,

CLBPRGB, and AutocorrelogramRGB. The fourth target
was the recent methods [17–21].

The databases used in this experiment were the Corel
[33], Corel_MR, Corel_MD, VisTex [34], VisTex_MR,
and VisTex_MD databases. The Corel database consists
of 990 images with 192�128 resolutions. Each of the
90 images belonged to one of the 11 classes. Most images
were of artificial objects.

The VisTex database is composed of 1200 images with
128�128 resolutions. Each of the 16 images belonged to
one of the 75 classes. Most images were of homogeneous
patterns.

TAB L E 1 Description of the text datasets

Dataset Sample image size Number of classes Number of samples per class Remark

Corel 192�128 11 90

Corel_MR 192�128
144�96
96�64

11 90 Three resolutions of the Corel image

Corel_MD 80�80 11 90 Eight directions of the Corel image

VisTex 128�128 75 16

VisTex_MR 128�128
112�112
96�96

75 16 Three resolutions of theVisTex image

VisTex_MD 88�88 75 16 Eight directions of the VisTex image

Corel-1 K 384�256
256�384

10 100

TAB L E 2 Retrieval methods and their dimensions and color spaces

Method Dimension Color space Remark

Color histogram [1] 128 RGB

SCD [3] 128 HSV

CSD [3] 128 HMMD

ULBP [9] 40 V

CLBPRGB [10] 186 RGB

AutocorrelogramRGB [2] 216 RGB 6:6:6

UMLBP [10] 40 V Four resolutions

SVD 8 V Four resolutions

AutocorrelogramHSV [2] 64 HSV 4:2:8

Gabor correlation [32] 32 V Four resolutions
Eight directions

SVD + UMLBP 48 (8, 40) V

SVD + Gabor correlation 40 (8, 32) V

SVD + AutocorrelogramHSV 72 (8, 64) V, HSV

UMLBP + Gabor correlation 72 (40, 32) V

UMLBP + AutocorrelogramHSV 104 (40, 64) V, HSV

Gabor correlation + AutocorrelogramHSV 96 (32, 64) V, HSV

Proposed 144 HSV
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The Corel_MR and VisTex_MR databases have multi-
resolution images, where the Corel_MR database has
192�128, 144�96, and 96�64 resolutions, and the Vis-
Tex_MR database has 192�128, 144�96, and 96�64
resolutions.

The Corel_MD and VisTex_MD databases have
multi-direction images rotated by 0�, 45�, 90�, 135�, 180�,
225�, 270�, and 315� in the Corel and VisTex databases,
respectively.

The Corel-1K [35] database consists of 1000 images
with 384�256 and 256�384 resolutions. Each of the
100 images belonged to one of the 10 classes. Most
images were of artificial objects and nature. Table 1 pro-
vides the details of the seven databases.

Table 2 shows the methods, dimensions, and color
spaces used in the experiment. The feature dimension of
the proposed method was 144. The SVD among our par-
tial methods used an OpenCV library function.

The distance measure used in this work is the
Mahalanobis distance expressed as follows [36]:

D f q, f d
� �¼ Xn

i¼1
j f

q
i � f di
σi

jM
! 1

M

, ð26Þ

where f qi is the ith component feature of the feature vec-
tor f q extracted from the query image q; f di is the ith com-
ponent feature of the feature vector f d extracted from the

database (DB) images; j�j is the absolute value; n is the
feature vector dimension; σi is the standard deviation of
the ith component features of the feature vectors in the
entire feature DB; and M is the metric order.

The retrieval performance used in the experiment is
precision versus recall [37]:

precision¼ jA qð Þ \ R qð Þj
A qð Þ , ð27Þ

recall¼ jA qð Þ\R qð Þj
R qð Þ , ð28Þ

where j�j is the set size; q is a query image; A qð Þ is the
retrieved image set for the query image; and R qð Þ is the
relevant image set for the query image.

Figures 2–6 and Tables 3–5 present the experiment
results. The marks on the graphs represent 10, 30,
50, 70, and 89 retrieved images on the Corel database
and 5, 10, and 15 retrieved images on the VisTex
database.

Figure 2A–C shows the precision versus recall for the
proposed method and the methods of our partial features
in the Corel, Corel_MR, and Corel_MD databases. The
precision gains of our method in the Corel database were
12.2% to 39.44% against the Gabor local correlation,
UMLBP, SVD, and color autocorrelogram, respectively.

F I GURE 2 Precision versus recall for comparing the proposed method with the methods that used our partial features in the (A) Corel,

(B) Corel_MR, (C) Corel_MD, (D) VisTex, (E) VisTex_MR, and (F) VisTex_MD databases
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The gains on Corel_MR were 15.98% to 37.62%, while
those on Corel_MD were 6.48% to 36.52%.

Figure 2D–F demonstrates the precision versus recall
for the proposed method and the methods that utilized

our partial features in the VisTex, VisTex_MR, and Vis-
Tex_MD databases. The gains on the VisTex database
were 7% to 44.5% over the Gabor local correlation,
UMLBP, SVD, and color autocorrelogram, respectively.

F I GURE 3 Precision versus recall for comparing the combined methods of the two partial methods of the proposed method and the

proposed method in the (A) Corel, (B) Corel_MR, (C) Corel_MD, (D) VisTex, (E) VisTex_MR, and (F) VisTex_MD databases

F I GURE 4 Precision versus recall for comparing the existing methods with the proposed method in the (A) Corel, (B) Corel_MR,

(C) Corel_MD, (D) VisTex, (E) VisTex_MR, and (F) VisTex_MD databases
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The gains on VisTex_MR were 5.77% to 50%, while those
on VisTex_MD were 2.03 to 56.53%.

Figure 3A–C presents the precision versus recall for
the proposed method and the combined two partial
methods using our partial features in the Corel,
Corel_MR, and Corel_MD databases. The precision gains
of our method in the Corel database were 4.1% to 21.14%
against the Gabor local correlation + UMLBP, Gabor
local correlation + color autocorrelogram, Gabor local
correlation + SVD, UMLBP + SVD, UMLBP + color
autocorrelogram, and SVD + color autocorrelogram. The
gains on Corel_MR were 5.06% to 20.2%, while those on

Corel_MD were �0.62% to 25.56%. Most showed high
values.

Figure 3D–F displays the precision versus recall for
the proposed method and the methods that used each
pair of our partial features in the VisTex, VisTex_MR,
and VisTex_MD databases. The precision gains of our
method in the VisTex database were 1.3% to 14.8%
against the Gabor local correlation + UMLBP, Gabor
local correlation + color autocorrelogram, Gabor local
correlation + SVD, UMLBP + SVD, UMLBP + color
autocorrelogram, and SVD + color autocorrelogram. The
gains on VisTex_MR were 0.7 to 18.87%, while those on
VisTex_MD were �1.47 to 24.13%. The results depicted
mostly high values.

Figure 4A–C illustrates the precision versus recall for
the proposed method and the existing methods in the
Corel, Corel_MR, and Corel_MD databases. The preci-
sion gains of our method in the Corel database were
15.54% to 37.54% against the color histogram, SCD, CSD,
RULBP, CLBPRGB, and AutocorrelogramRGB. The gains
on Corel_MR were 11.18% to 32.88%, while those on
Corel_MD were 9.4 to 25.48%.

Figure 4D–F shows the precision versus recall for the
proposed method and the existing methods in the VisTex,
VisTex_MR, and VisTex_MD databases. The precision
gains of our method in the VisTex database were 1.05% to
17.03% against the color histogram, SCD, CSD, RULBP,
CLBPRGB, and AutocorrelogramRGB, respectively. The
gains on VisTex_MR were 6.17% to 24.5%, while those on
VisTex_MD were 6.3% to 26.93%.

Tables 3 and 4 present the precisions of the methods
used in the experiment for the six databases for the top
10 retrieved images. In the Corel database, the precision
of our method was 17.79% higher than the average of the
precisions of the compared methods. The gains were 20%
in Corel_MR, 21.01% in Corel_MD, 10.12% in VisTex,
13.89% in VisTex_MR, and 18.09% in VisTex_MD.
Figure 5 depicts the top five retrieved images.

Table 5 presents the precision for the recent methods
and the proposed method for the top 10 images retrieved
in the Corel-1K database. The average gain of the pro-
posed method was 9.09%, confirming that our method
had a higher retrieval performance than the recent
methods. The dimensions of the proposed feature vectors
were all low, except for one.

The comparison in Table 5 did not include methods
with prior information required learning.

5 | DISCUSSION

We proposed herein a method for extracting image fea-
tures at a low level. The extracted features included color,

F I GURE 5 Examples of the query images and the top five

retrieved images of the proposed method in the Corel, Corel_MR,

and Corel_MD databases

F I GURE 6 Examples of the query images and the top five

retrieved images of the proposed method in the VisTex,

VisTex_MR, and VisTex_MD databases
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texture, and shape features. The color autocorrelogram
was used to extract the color features. The magnitude of
the complete LBP and the Gabor local correlation were
used to extract the texture features. Lastly, SVD was used
to extract the shape features. The SVD reflects the global

structure of an image. The others showed the characteris-
tics of local regions.

Figures 2 and 3 show performance comparisons of
the proposed method and the methods that employed our
partial features on six DBs. The retrieval performance of

TAB L E 3 Precision (%) of the tested methods in the Corel, Corel_MR, and Corel_MD databases for the top 10 retrieved images

DBs Methods Corel Corel_MR Corel_MD

Gabor correlation 76.9 68.5 44.8

UMLBP 71.7 63.7 47.1

SVD 54.6 47.5 31.2

Color autocorrelogram 85.8 76.6 71.4

Gabor correlation + UMLBP 84.1 77.6 53.5

Gabor correlation + Color autocorrelogram 93.3 88.4 77.9

Gabor correlation + SVD 77.6 70.3 47.9

UMLBP + SVD 79.4 72.0 53.3

UMLBP + Color autocorrelogram 92.0 86.7 78.2

SVD + Color autocorrelogram 89.4 82.7 74.9

Color histogram 64.6 63.7 56.7

SCD 80.6 78.2 66.6

CSD 77.3 75.8 66.5

RULBP 71.7 65.2 48.6

CLBPRGB 72.4 64.5 50.2

Color autocorrelogramRGB 63.9 61.0 54.1

Proposed 95.0 91.4 78.7

TAB L E 4 Precision (%) of the tested methods in the VisTex, VisTex _MR, and VisTex _MD databases for the top five retrieved images

DBs Methods VisTex VisTex _MR VisTex _MD

Gabor correlation 84.6 75.2 47.0

UMLBP 83.1 68.8 60.8

SVD 55.7 43.2 28.5

Color autocorrelogram 93.4 90.3 87.3

Gabor correlation + UMLBP 92.4 83.2 65.8

Gabor correlation + Color autocorrelogram 97.2 94.2 87.0

Gabor correlation + SVD 87.5 79.9 50.3

UMLBP + SVD 89.6 79.3 68.3

UMLBP + Color autocorrelogram 96.2 93.2 89.8

SVD + Color autocorrelogram 95.3 92.8 88.1

Color histogram 85.8 85.3 78.5

SCD 88.7 87.6 81.8

CSD 90.6 89.5 84.1

RULBP 86.5 74.7 63.4

CLBPRGB 87.7 76.4 65.8

Color autocorrelogramRGB 91.8 89.0 86.4

Proposed 98.0 95.3 88.9
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the partial features was high in the order of color auto-
correlogram, Gabor correlation, UMLBP, and SVD.
Although most of them showed a better performance in
the case of larger feature dimensions, the proposed
method combining these four features depicted the best
retrieval performance in all six DBs.

Figure 4 presents a comparison of the existing
methods using each single-type feature and the proposed
method for six DBs. The RULBP, CLBP, and color auto-
correlogram features used for the comparison were
extracted from the RGB region. The experiment result
demonstrated that the proposed method has excellent
performance in all six DBs. Tables 3 and 4 present
numeric details of the retrieval performance shown in
Figures 2–4. Figures 5 and 6 illustrate examples of the
top five retrieved images from the six DBs using the pro-
posed method. Most of the similar images were retrieved
in the upper ranks.

Table 5 compares the latest methods and our pro-
posed method. Our method of a low dimension yielded
the highest performance.

6 | CONCLUSIONS

This study proposed a feature extraction method that is a
combination of SVD, Gabor local correlation, UMLBP,
and color autocorrelogram. The features extracted from
the proposed method were not only a combination of
color, texture, and shape features but also a fusion of the
local and global features. The color feature came from
the color autocorrelogram. The texture features were
extracted from the UMLBP and Gabor local correlation.
Lastly, the shape features came from SVD. The latter
exhibited the global structure of an image, while the
other features showed local characteristics.

In the experiment, the proposed method was com-
pared with the methods that used partial features,

existing methods, and recent ones. The results showed
that our proposed method is superior over other
methods.

The main factor for the superior performance of our
method is that the fusion of the color, texture, and shape
features that possessed the local and global characteris-
tics of an image went well with the other features. The
proposed method exhibited the highest retrieval perfor-
mance among all compared methods, showing a much
greater effect on the average than those compared in
Corel_MR and Corel_MD DBs. In addition, the dimen-
sions of the proposed method were lower than those of
recent techniques with a good performance (Table 5).

A limitation of the proposed method is that its
retrieval performance on inhomogeneous images is not
that good compared to that on homogeneous images.

Future research must apply the proposed features to
semantic-based image retrieval using deep learning.
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