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Summary 
The darknet is frequently referred to as the hub of illicit online 
activity. In order to keep track of real-time applications and 
activities taking place on Darknet, traffic on that network must be 
analysed. It is without a doubt important to recognise network 
traffic tied to an unused Internet address in order to spot and 
investigate malicious online activity. Any observed network 
traffic is the result of mis-configuration from faked source 
addresses and another methods that monitor the unused space 
address because there are no genuine devices or hosts in an unused 
address block. Digital systems can now detect and identify darknet 
activity on their own thanks to recent advances in artificial 
intelligence. In this paper, offer a generalised method for deep 
learning-based detection and classification of darknet traffic. 
Furthermore, analyse a cutting-edge complicated dataset that 
contains a lot of information about darknet traffic. Next, examine 
various feature selection strategies to choose a best attribute for 
detecting and classifying darknet traffic. For the purpose of 
identifying threats using network properties acquired from darknet 
traffic, devised a hybrid deep learning (DL) approach that 
combines Recurrent Neural Network (RNN) and Bidirectional 
LSTM (BiLSTM). This probing technique can tell malicious 
traffic from legitimate traffic. The results show that the suggested 
strategy works better than the existing ways by producing the 
highest level of accuracy for categorising darknet traffic using the 
Black widow optimization algorithm as a feature selection 
approach and RNN-BiLSTM as a recognition model. 
Keywords: 
Darknet, Deep Learning, Cyber Attack, Feature Selection, 
Feature Extraction.. 

1. Introduction 

The term “darknet” refers to a specific encrypted 
area of the internet that is predominantly utilised for 
unlawful and criminal activity. Two students were using the 
Advanced Research Projects Agency Network (ARPANET) 
at Sandford University in 1971 to trade drugs (i.e., 
marijuana), and this is where the Darknet first appeared [1-
3]. The web is divided in three different types such as the 
surface, deep, and dark web as depicted in the Figure 1. 
Though these are not exactly the same, the names Surface, 
Deep, and Dark Web are closely related. The unencrypted 

web page is referred to as the Surface Web. It may be 
accessed quickly and indexed by a variety of search engines 
(Yahoo, Google, Bing, etc.). There are one billion static 
web pages on the surface web, which takes up between 4 
and 5 percent of the total internet space. The contents of the 
Deep Web (or secret webs) are located between the 
searchable engines but are inaccessible via the search 
engine [4-6]. 95–96% of the data on the Internet is taken up 
by the Deep Web. The deep web's content is also 500–550 
times more extensive than that of the surface web. The small 
fraction of deep web known as “black web” is not indexed 
by or accessible by normal search engines [7-10]. 

 

Fig. 1  Categorization of web. 

It has becoming more and harder to keep up with 
these growing cyberthreats, therefore prompt dissemination 
of pertinent information about these risks is crucial for 
effective protection and mitigation. Such knowledge, which 
is frequently referred to as “cyber-threat intelligence”, is 
typically derived from gathered data and includes the zero-
day exploits and vulnerabilities, indicators (system 
observables or artefacts linked to the attack), threat 
intelligence reports, security alerts, and suggested security 
configurations tools. To that end, when use the term “cyber 
threat intelligence”, is often refer to any data that could aid 
a company in identifying, evaluating, monitoring, and 
countering cyber threats. In today’s world of big data, it's 
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critical to keep in mind that the term “intelligence” often 
refers to the information that has been exploited, gathered, 
analysed, and transformed into the set of an action that can 
be taken, or that has been actionable, rather than the data 
itself. 

Particularly involved in gathering cyber threat intelligence 
from the social, clear, and the dark web where threat actors 
communicate, collaborate, and do the planning of cyber-
attacks. Cyber intelligence can be collected by using the 
variety of methods (for example, monitoring cyber-feeds) 
and from the different sources. Such a strategy enables us 
to find timely cyber threat intelligence, such as zero-day 
exploits and vulnerabilities, and to give clearness to the 
sources that threat actors choose. In order to achieve this, 
envision the integrated architecture that includes key 
technologies for the purpose of gathering, analysing, and 
sharing pre-reconnaissance cyber threat intelligence using 
cutting-edge tools and technologies. In this situation, 
recently found information from different sources are 
examined for its applicability to the task (gathering), and 
recently found cyber threat intelligence in the form of threat 
actors, vulnerabilities, exploits, or the cyber-crime tools that 
stored and identified a vulnerability database using CPE and 
CVE (sharing) [11]. 

DarkNet is a technique for encrypted networks that gives 
internet users privacy. Only specific network configurations 
and technologies can be utilised in this situation to access 
internet content. The Onion Router (TOR) and other peer-
to-peer platforms are used by the darknet to maintain users' 
anonymity through privacy networks [12-14]. Darknet is 
mostly used for criminal activity, such as buying illegal 
substances, cybercrime, child pornography, terrorism, and 
cyberattacks (such distributed denial of service (DDoS) 
assaults), among other unlawful activities. In order to 
identify attack patterns based on traffic data of an internet, 
effective techniques must be developed. To reduce threats, 
the model should automatically track attacker's changing 
behaviour [15-18]. Many promising threat detection 
methods based on supervised machine learning methods in 
order to train the model using both legitimate and the 
malicious data, were proposed in earlier published studies. 
Concept drift is a problem, yet data labelling is very 
expensive, and attackers' dynamic behaviours make it 
difficult to solve [19-22]. 

The research community has paid intense attention as a 
result of deep learning's growing popularity. Due to the 
network traffic's capacity to be automatically classified, 
deep learning is also be applied to data from internet traffic 
[23-25]. According to the underlying model, deep learning 
for the identification of darknet traffic is typically divided 
into different groups, such as unsupervised learning, 
convolutional neural networks, and recurrent neural 
networks. However, using the flow base data (such as 

gathering packets of various flows over a specific time 
period and then classifying them into individual packets 
flow) one can create the new architecture based on the latest 
deep learning that will be tested offline. The system needs 
more time to acquire the traffic flow statistics if it relates to 
a large session [26-28]. Furthermore, the feature extraction 
from flowbased data of traffic also requires some mean time. 
Overall, it argued that the profiling procedure for detecting 
darknet traffic takes a long time. Additionally, classifying 
natural traffic or darknet traffic requires very precise 
resources, such as memory, powerful computing power, 
processing and gathering of accumulated data, etc. 
Numerous studies shown that tracking just a few data 
packets in a flow is sufficient to determine the objective of 
a flow rather than following all the packets in it [29,30]. 

The key contributions of the research are as follows: 

 To apply the various pre-processing phases, including 
feature selection, data balancing, and data 
imputation. 

 To propose a deep learning architecture for a 
prediction of harmful activity is able to anticipate the 
different forms of traffic in addition to classifying 
the malicious network. 

 For optimal feature selection proposed is the black 
widow optimization algorithm. 

 To propose hybrid RNN-BiLSTM for identifying and 
classifying the traffic darknet network. 

To demonstrate the success of the suggested approach, 
comparative findings employing different machine learning, 
deep learning, and state-of-the-art techniques will be 
presented. 

The overall structure of the paper is summarized in five 
different sections: section 1 provides the introduction of the 
model, section 2 provides the basics if the crimes that were 
associated with the dark web, section 3 deals with the 
literature review of the previous developed works in this 
area, section 4 summarizes the proposed methodology of 
the paper, whereas the section 5 provides the overall part of 
the proposed methodology section and at the last section 6 
provides the conclusion of the paper. 

2. Dark Web Crimes 

The Dark Web acts as the gateway to a world of crime and 
serves as the centre of criminal attacks [31,32]. Following 
are the some of the well-known crimes committed on Dark 
Web: 

 Human Trafficking: The dark web location known as 
“Black Death” is where human trafficking occurs. 
British model Chloe Ayling is one of the victims of the 
dark web's practise of human trafficking. The majority 
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of human trafficking survivors, according to a 2017 
research, were drawn from labor trafficking and the 
sex tracking. 

 Proxying: The Tor-like services' ability to maintain 
user anonymity exposes users to risk of attack. Such 
site’s URL does not contain customary “HTTPS” 
prefix, which denotes secure site. The user bookmark 
a TOR page in order to ensure a legitimate website. In 
the case of website proxies, the con artist deceives the 
user into believing he is on the original page while 
rewriting the link to drive user to his own con website. 
When the user pays using cryptocurrency, money is 
instead transferred to a con artist. 

 Child Pronography: The analysis discovered that the 
most popular content on the TOR hidden sites is child 
pornography. A typical user would have difficulty 
finding these sites. It is the act that abuses children 
during sexual acts and exploits them for sexual arousal. 
It also contains child pornographic sexual images. A 
website called Lolita City, which had about 15,000 
members and over 100 GB of the child pornographic 
videos and images, has since been taken down. With 
over the 200,000 members, PLAYPEN is the biggest 
child pornographic website on an entire dark web 
when it was taken down in 2015 by the FBI. 

 Onion Cloning: The proxy approach is comparable to 
onion cloning. In order to steal money from users, the 
con artist creates a replica of the legitimate website or 
page and alters the links to direct them to their 
fraudulent websites. 

 Torture: Users of Red Room websites spend 
thousands of the dollars to view rapes, murders, child 
pornography, and various forms of the torture. 
However, there are no proof of their existence. If they 
do, then TOR cannot be used to access them because 
it is too slow to broadcast live videos. Some accounts 
claim that visitors to a paedophile website paid 
significant sums of money to view films of Scully 
torturing and abusing the young child. It was a 
television show created by Scully's organisation, No 
Limits Fun. One of the videos, Daisy's Destruction, 
which featured horrible maltreatment of a young child 
and real sexual assault, was hotly debated on-site. It 
was shown on paedophile websites known as 
"Hurtcore," where paedophiles witness the abuse or 
torture of children and babies. Peter Gerard Scully was 
given a life sentence on June 13, 2018. 

3. Literature Review 

According to Rajawat et al., (2022) [33] dark web structural 
patterns mining raises a number of problems (including a 
lot of redundant and unnecessary information), which in 
turn boosts a variety of cybercrimes such illegal forums, 
terrorist activity, trade, and unlawful online purchasing. 
Given abundance of the data, it might be difficult to 
comprehend illegal conduct online. The Structural Patterns 
mining of the dark web in the case of the multidimensional 
data sets produces ambiguous findings, necessitating a 
technique for the learning of criminal behaviour to examine 
the current request for enhancing the labelled data as the 
user profiling. The inability to predict user behaviour is a 
challenge brought on by uncertain classification findings. 
Because multidimensional data has feature blends, 
classification is negatively impacted. Unable to provide the 
best option given the facts linked with the Dark Web flood. 
A Fusion Neural network (NN)-S3VM for the prediction of 
Criminal Network Activity is developed in the research 
design and is based on a NN; the NN-S3VM can enhance 
the prediction. 

Steingartner et al., (2021) [34] seeks to investigate the use 
of cyber-deception and to create a brand-new conceptual 
model of hybrid threats that incorporates deception 
techniques. Security programmes typically concentrate on 
preventative measures designed to keep attackers from 
infiltrating the network. By identifying and blocking 
harmful behaviours, these applications try to leverage 
endpoint defences and hardened perimeters to find and stop 
intruders before they can enter. The majority of enterprises 
put such a plan into practise by arming their networks with 
tiered preventative controls and defense-in-depth measures. 
In contrast to how frequently they are used for in-network 
threat detection, detection controls are typically installed to 
supplement prevention at a perimeter. With current security 
controls that are not expressly made for that function, the 
framework leaves detection gaps that are challenging to 
close. Defenders are switching to a more balanced approach 
that combines response and detection rather than relying 
solely on prevention, a technique that attackers have 
regularly outperformed. The majority of businesses use 
next-generation firewall or intrusion detection system (IDS) 
that detects known threats or tries to identify them through 
pattern matching. Other detection technologies make use of 
traffic, behavioural, or monitoring analyses. These 
defensive measures are intended to react once they are 
assaulted, however they frequently fall short. They also 
have some limitations because they are not intended to stop 
attacks based on what looks to be authorised access or 
credential harvesting. 

Bilan and Ozer, (2021) [35] suggested that the machine 
learning techniques are used to model two different types of 
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cybercrimes and forecast that made an impact of the stated 
variables on the identification of the attack vector and the 
culprit. The author created a strategy using eight machine 
learning techniques and found that their accuracy rates were 
comparable. With an accuracy rate of 95.02 percent, the 
SVM Linear was discovered to be a most effective 
cyberattack technique. With excellent accuracy in the first 
model, the author identified the categories of the attacks that 
a victims were most likely to experience. The most accurate 
method for finding attackers was the Logistic Regression, 
which had a 65.42 percent accuracy rate. Predicted whether 
an offenders could be identified by comparing the features 
in the second model. According to the findings, likelihood 
of a cyberattack diminishes as a victim's money and level of 
education rise. The model was built with the idea that 
cybercrime units would use it. Additionally, it will make it 
easier and more efficient to detect cyberattacks and defend 
against them. 

Demertzis et al., (2021) [36] using the weighted-NN 
architecture, an unique network management framework 
and darknet traffic analysis was built to automate the 
process of malicious intent detection in real-time. For the 
analysis of network traffic, deciphering of malware traffic, 
and the real-time detection of encrypted communication, it 
is a reliable and accurate computational intelligence 
forensics tool. The author created the automated searching 
neural net architectural strategy based on a weight agnostic 
NN architecture that can accomplish a variety of tasks, such 
as finding zero-day attacks. The advanced created solution 
lowers the skill and an effort barrier that hinders many 
organisations from efficiently securing their most important 
assets by an automating the malicious intent identification 
procedure from darknet. 

Research on the dark web is becoming more and more 
popular. The focus of the cyber security literature review 
was on the anomaly-based network intrusion detection 
systems [37-40]. Additionally, network traffic classification 
is a topic of research [31-43], whereas the IoT has recently 
gained a lot of interest in network traffic analysis and 
machine learning [44-46]. Yang et al., [47] suggested the 
visual dark web analysis forum post association system in 
order to graphically depict inter relation between different 
posters and message forums, which aids analysts in 
exploring deeper levels. introduced the current popular dark 
network communication protocol TOR. Another article [48] 
also develops a Hadoop-based architecture for concealed 
threat intelligence. The characteristics of significant darknet 
criminal networks are determined using the web crawler 
and the anonymous TOR tool, and this information serves 
as the foundation for further dark network study. The 
framework stores and manages threat intelligence data in a 
distributed database that is based on the Hadoop database 
(HBase). Samrin et al., [49] offered a survey of various 

methods for classifying intrusions on the KDD-Cup 99 
dataset and recommended a useful method for categorising 
and identifying intrusions in these datasets. The trading 
unlabeled data was mapped into the series of 2-D grids by 
Summerville et al. in [50], creating the set of bitmaps that 
distinguished between abnormal and typical sessions. A 
review of several intrusion detection systems and 
approaches for categorization and reduction in data volume 
was done in the survey work by Kwon et al., [51]. The 
KDD-Cup 1999 dataset [52] or its sequel NSL-KDD [53], 
which addresses some of first's intrinsic problems and has 
been broadly embraced by an academic community, were 
used in the majority of these studies. The majority of 
anomaly network intrusion detection models use the 
supervised based approaches; however, Zhang et al., [54] 
identified inefficiencies in existing systems and 
recommended the unsupervised outlier detection technique 
as the solution to the inefficiencies. As an example, Singh 
et al. [55] combined a k-means clustering algorithms and 
random forest classification technique, and Song et al. [56] 
developed a combination of a ensemble k-nearest neighbour 
graphs and deep autoencoder based anomaly detectors. 
Other researchers also proposed hybrid models for intrusion 
detection, with the improving results. 

Decision tree and the bayesian networks algorithms were 
among the technologies studied for network traffic 
classification [40] and were shown to be effective for the 
categorization of high-speed traffic flow. In [41], Pacheco 
et al., conducted the systematic review of the classification 
of darknet traffic approaches for machine learning, and the 
number of trends emerged from an analysis. In contrast, 
Dhote et al. evaluated three key methods to classify various 
types of Internet traffic in [43], outlining their advantages 
and drawbacks. The temporal feature-based hierarchical 
spatial intrusion detection system is also developed. To 
learn the low-level spatial network properties of network 
traffic, this system first builds deep CNNs, and to learn the 
high-level temporal network features, it builds LSTM 
networks. The authors claim that created method exhibits 
the low false alarm rate, as well as a high accuracy and 
detection rate. Pre-processing and classification make up 
the two sections of the rapid and extensive monitoring 
system that HaddadPajouh et al. built for keeping track of 
the traffic on the darknet in [57]. During the pre-processing 
phase, darknet packets are transformed into the feature 
vector containing 17 darknet traffic features. Using traffic 
attributes from well-known distributed denial-of-service 
(DDoS) attacks as training data enables quick online 
learning for categorization. The measurement data supplied 
by the authors demonstrates that the suggested system 
accurately detects the backscatter packets brought on by the 
attack of DDoS. Additionally, it adjusts to new attacks quite 
quickly. 
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4. Research Methodology 

This section provides the in-depth study of the proposed 
methodology of the model. The proposed methodology of 
the model for the detection of malicious traffic depends on 
five steps such as Feature extraction, Handling missing data, 
Data balancing, Feature selection, and Classification using 
hybrid RNN-BiLSTM method as shown in the Figure 4. 
Although there are many different versions of the LSTM 
model are suggested by the different authors like 
Hierarchical-LSTM model [58], Sequenced-LSTM model 
[59] but for this particular problem the BiLSTM is best 
fitted model therefore in this work a hybrid model of 
BiLSTM model is used. 

4.1 Dark Net Crawler 

Utilizing TOR proxies, the sub-component is utilised to 
conduct in-depth crawls on certain dark web websites. A 
crawler does this by monitoring the talks for relevant 
information and is given a onion connections that correlate 
to marketplaces selling the cyber-crime tools or hacker 
forums and the zero-day exploits/vulnerabilities. The dark 
web crawler necessitates a first-time manual login in order 
to get beyond user authentication barriers that are frequently 
present in dark web forums and markets. Following the 
successful user authentication, session cookies are saved 
and used by the crawler in subsequent visits to mimic a user 
login (through HTTP requests). The content parser sub-
component analyses the crawled HTML sites once each 
crawl has finished at a certain interval and take out a textual 
content together with important metadata (such as the value 
of bitcoin of purchased cyber-crime tools or a user's 
reputation level/activity/fame). For the further processing, 
all content from the various (social/clear/dark) web 
crawling components is been downloaded in its the raw 
HTML format and stored in the mongoDB4. 

4.2 Feature Selection using Black Widow 
Optimization 

A single optimal value would be reached by the entire 
population if the model were run for up to N generations. 
Each generation begins with the Black widow optimization 
process at several points, such as parent 
selection, cannibalism, reproduction, mutation, and fitness 
evaluations. Black widow optimization's temporal 
complexity is based on the fitness function. Let Np 
represent the population's size, with a value of 40. The 
number of reproductions is computed based on the 
procreating rate. The procreating rate is equal to 0.8. Then, 
the population's top-scoring reproduction options are 
chosen and saved in population_01. The population pairs 
are then randomly chosen from population_01 to carry out 
the procreating stage. 

The next step in this technique is to create an array named 
alpha that will be replicated until a widow array made up of 
random integers is produced. The offspring α  is then 
created by utilising the equation, where y1 and y2 represent 
the offspring and x1 and x2 represent the parents. 

yଵ  ൌ  α. xଵ  ൅  ሺ1 െ αሻxଶ; yଶ  
ൌ  α. xଶ  ൅  ሺ1 െ αሻxଵ       ሺ1ሻ 

While this method is performed Nvar/2 times, the numbers 
that were randomly selected should not be duplicated. 
Equation 1 is used to generate D-dimensional children. The 
female black widow consumes the male here either during 
or right after mating. The father is shattered as a result. The 
mother and offspring spiders are then added to an array and 
sorted by fitness value. 

Strong spiders eat their weaker siblings in sibling 
cannibalism. The number of survivors is now determined by 
the cannibalism rating, or "pCannibalism". 'pCannibalism' 
has a value of 0.5. In population_02, the remaining children 
are rescued but others are destroyed due to the cannibalism 
rate. The number of mutation children, or "pmutation," is 
then computed using the mutation rate. Pmutation has a 
value of 0.4. Individuals from population_01 are chosen at 
random to determine the number of mutation offspring. 
Each of the chosen solutions creates a new solution by 
randomly changing two members in the array. In 
population_03, this remedy works. Then population is 
updated by adding population_02 and population_03. 

      Population ൌ  population_01 ൅  population_03   (2) 

Finally, the very best solution is selected from the available 
options and used for the efficient sentiment classification. 
All of the features are examined once during the feature 
selection process and used to anticipate the optimum 
features from the set of features. The hybrid classifier 
receives its input from the chosen features. 

4.3 The Recurrent Neural Network (RNN) 

RNN is the type of a NN, which uses the method of 
backward propagation, where a result obtained from the 
before step is fed to a current step as an input. In the typical 
NN, all the inputs and the outputs are independent. However, 
there are times when it is critical to remember the previous 
words, such as when it is crucial to anticipate the next word 
in a phrase. This prompted the development of RNN, which 
then resolved this problem with the aid of a hidden layer. 
The hidden state, which has some memory of the sequence, 
is the main and most important aspect of RNNs. The ability 
of the RNN's hidden state to retain data about a sequence is 
its most crucial characteristic. It has a memory that can 
retrieve any needed information. This neural network's 
lower difficulty of parameters makes it distinct from others. 
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The basic block diagram of the RNN architecture is 
depicted in the Figure 2. The input layer, hidden layer with 
the feedback unit, and output unit make up the three layers 
of the RNN. The output of the RNN is given by the 
following equation: 

 yሺNሻ  ൌ ∑ W୨ . ε୨ሺ|| x୧ሺNሻ െ v୧୨||, σ୧୨, r୨, ε୨ሺN െ 1ሻሻ୬
୨ ୀ ଵ  (3)                                           

Where, x ൌ x୧, i = 1,…,m and the “y” contains the input and 
output variables, “Wj” represents the connective weights 
between hidden and output layer, “N” is the number of 
iterations, “ε୨ " represents the firing weights of the “jth” 
neuron in the hidden layer, “𝑣௜௝" 𝑎𝑛𝑑 "𝜎௜௝" are the centre 
and width of the radial basis function, “net୨" is the internal 
feedback gain. 

 

Fig. 2  Basic architecture of the RNN model. 

Time “t” is used by an RNN to indicate the steps that an 
input sequence must take to get to the required final output 
sequence. The input processing NN system has the hidden 
state ht that represents its condition at a specific moment t. 
RNN accepts the input “xt” at a time “t”, and the non-linear 
function helps in predicting the status of system at time “t” 
using the “t-1” time status, 

                                   ℎ௧ ൌ 𝑓 ሺℎ௧ିଵ, 𝑥௧ሻ                           (4) 

The above-mentioned non-linear function f is in normal 
situations signified as the linear transformation function 
summation with the form of nonlinear activation function, 

                             ℎ௧ ൌ tanhሺ𝑊 ሾℎ௧ିଵ, 𝑥௧ሿ ൅ 𝑏ሻ             (5) 

The RNN model is used to evaluate and analyze the results 
and helps creating better hybrid models. 

4.4 The Bi-directional Long Short-Term Memory (Bi-
LSTM) 

Networks can always have knowledge about the sequence's 
past and future due to the BiLSTM structure. The difference 
between bidirectional LSTM and unidirectional LSTM is 
that bidirectional LSTM operates backwards, allowing you 
to preserve knowledge from the future and use the two 

hidden states together to maintain details from the past and 
the future at any point in the time. Your inputs will run in 
two directions using bidirectional LSTM: one from the past 
to the future and another from the future to the past. 

Bidirectional RNNs operate on a relatively straightforward 
principle. The first repeated layer in the network must be 
replicated, the input sequence must be supplied as it is 
provided to the first layer, and the input sequence must then 
be presented to the replicated layer in reverse order. This 
gets around the restrictions of traditional RNNs. Using all 
of the input data available, the bidirectional RNN can be 
trained to learn about the past and future of a specific time-
step. In a normal RNN, forward states (positive direction of 
time) and backward states are produced by splitting state 
neurons (negative direction of time). Figure 3 displays the 
Bi-fundamental LSTM's block diagram. 

 

Fig. 3  Basic structure of Bi-LSTM. 

4.5 Proposed Framework 

The proposed schematic block diagram of the proposed 
methodology is depicted in the Figure 4. In the initial stages 
the data is extracted with the help of the darknet crawler. 
The extracted data is gathered in one place for the further 
pre-processing of the data. After crawling the data the next 
step is to pre-process the extracted data in order to use for 
the further steps. In the pre-processing steps different steps 
are done in order to process the data such as handling 
missing data, data balancing, and feature selection. 
Furthermore the extracted features are optimized with the 
help of the black widow optimization algorithm. Now the 
training of the model is done with these extracted features 
on the basis of the hybrid RNN-BiLSTM algorithm. On the 
basis of the model the darknet traffic is categorize in two 
different parts i.e., the benign and the malign traffic, which 
is used to identify the suspicious activity on the web. The 
performance of the model outperform the previous state-of-
the-art approaches in terms of the various performance 



IJCSNS International Journal of Computer Science and Network Security, VOL.23 No.11, November 2023 

 

105

 

metrics. The in-depth description of the results phase is 
shown in the next section. 

 

 

 

 

Fig. 4  Schematic block diagram of the proposed methodology. 

5. Implementation Results 

This section provides the in-depth analysis of the results of 
the proposed methodology. The performance of the 
methodology is measure on the basis of different 
performance matrices such as accuracy score, recall, 
precision, and F-1 score. To assess the efficacy of the 
suggested technique, an experimental analysis was 
performed on the Python platform and the results were 
compared with some recent work. Experiments are 
implemented on two public datasets: ISCXVPN2016 and 
ISCXTor2016. The malicious darknet traffic constitutes 
Browsing, Audio-Stream, Chat, P2P, Email, Transfer, 
Voice over Internet Protocol, and Video-Stream. At the end 
the result of the proposed methodology is compared with 
the state-of-the-art technique in order to better perform the 
results in terms of the performance metrices. The step-by-
step explanation of the results of the methodology is seen in 
the detail in this section. 

Firstly, the confusion matrix of a proposed methodology is 
shown in the Figure 5. The confusion matrix is the main part 
of the results because with this we can be able to evaluate 
the value of various performance matrices that were used in 
order to calculate the overall efficiency of the model. The 
confusion matrix contains the value in the form four 
different classes such as true positive, false positive, true 
negative, and false negative. With these classes we can be 
able to calculate the value of different performance matrices. 

 

Fig. 5  Confusion matrix for the results of the propose methodology. 

Figure 6 shows the results of propose model in terms of the 
AUC curve. The value of the AUC curve with the logistic 
is 0.903, which is greater in comparison with the value of 
the no skill value which is 0.500 that shows the ideal 
condition. Furthermore, Figure 7 and 8 shows the results of 
the training and testing loss and accuracy of the model. 
From these curves it is noticed that the result of the training 
is highest in comparison with the value of the testing. This 
performs that the efficiency of the model is good because 
when the training of the model is good then the performance 
of the model is better. 

The value of the different performance matrices is shown in 
the Figure 9. The efficiency of the system is judge on the 
basis of the accuracy, recall, precision, and F1-score. With 
this metrices we can be able to judge the performance of the 
model. The value of the accuracy, precision, recall, and F1-
score is 98.96% respectively 
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Fig. 6  AUC curve of the propose methodology. 

 

Fig. 7  Training and testing loss of the propose methodology. 

 

Fig. 8  Training and testing accuracy of the propose methodology. 

 

 

Fig. 8  Overall results of the propose methodology based on various 
performance parameters. 

The comparison of results of proposed methodology with 
the state-of-the-art techniques is shown in the below Table 
1. The comparison is done on the basis of the accuracy score. 
The author of the [58] works on 4 different algorithms and 
achieved accuracy scores of 50.02% on the logistic 
regression, 97.60% with gaussian naive bayes, 97.98% with 
support vector machine, 98.89% with random forest 
classifier. The results of the proposed system is 98.96% 
which outperforms the results of the state-of-the-art 
techniques in terms of accuracy scores. 

Table 1: Comparison of the results with the state-of-the-art approaches 

Algorithm Accuracy 

Logistic Regression [60] 50.02% 

Gaussian Naïve Bayes [60] 97.60% 

Support Vector Machine [60] 97.98% 

Random Forest Classifier [60] 98.89% 

Propose Methodology 98.96% 

6. Conclusion 

The proposed methods develops a hybrid model to 
characterize and monitor the darknet traffic. The proposed 
model provides the rule discovery model by executing the 
hybrid model of the RNN and BiLSTM algorithms for the 
classification phase. Furthermore the features are selected 
with the help of the black widow optimization algorithm. 
The created intelligent data can be used as objective proof 
of the criminal activity taking place on the Dark Web. The 
execution of the model is limited to the two public datasets: 
ISCXVPN2016 and ISCXTor2016 that are applied on any 
Dark Net forums. Implementing a hybrid deep learning 
system with an improved feature selection technique could 
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improve the paper by examining the dataset. The proposed 
model is able to classify the darknet traffic into malign and 
benign with a classification accuracy of the 98.96 %. At last 
with the help of the comparison table it is observed that the 
results of the proposed model outperforms the state-of-the-
art algorithms in terms of the accuracy score. In the future, 
suggest a framework for a semi-supervised approach that 
combines supervised approaches with an unsupervised 
approach. The overall effectiveness of our suggested 
strategy demonstrates that our model might be successfully 
applied to classify the data from Dark Web forums and 
produce insightful information that would be useful to cyber 
security experts and law enforcement. 
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