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Abstract 
The emergence of COVID-19 virus has shaken almost every 
aspect of human life including but not limited to social, financial, 
and economic changes. One of the most significant impacts was 
obviously healthcare. Now though the pandemic has been over, its 
aftereffects are still there. Among them, a prominent one is people 
lifestyle. Work from home, enhanced screen time, limited mobility 
and walking habits, junk food, lack of sleep etc. are several factors 
that have still been affecting human health. Consequently, diseases 
like diabetes, high blood pressure, anxiety etc. have been emerging 
at a speed never witnessed before and it mainly includes the people 
at young age. The situation demands an early prediction, detection, 
and warning system to alert the people at risk. AI and Machine 
learning has been investigated tremendously for solving the 
problems in almost every aspect of human life, especially 
healthcare and results are promising. This study focuses on 
reviewing the machine learning based approaches conducted in 
detection and prediction of diabetes especially during and post 
pandemic era. That will help find a research gap and significance 
of the study especially for the researchers and scholars in the same 
field.  
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1. Introduction 
 

In an era where data and technology hold 
unprecedented potential to transform lives, the intersection 
of healthcare and/or telemedicine and computational 
intelligence techniques such as machine learning offers a 
fertile ground for innovation [1,2,3]. This study resides at 
that nexus, aiming to provide an insight of the accuracy, 
timeliness, and effectiveness of diabetes detection and 
forecasting approaches investigated in the literature 
especially in the post COVID-19 period [4,5,6].  

 

Such studies are designed to serve not just as a 
technological solution but as an embodiment of the 
collaborative strength of healthcare professionals and 
computer scientists. The importance of this interface is 
magnified in the face of the current global diabetes crisis, 
especially concerning Type 2 Diabetes, which is 
increasingly prevalent and debilitating. While the 
healthcare sector has seen advancements in technologies 
like Electronic Health Records (EHRs) and telemedicine 
[7,8], the focus is often on treatment rather than predictive 
analytics for preventive care [9,10]. 
Many people find out if they have diabetes when it’s too 
late. Because of this, early diagnosis of Diabetes Type 2 can 
result in prompt intervention, which can stop or delay the 
onset of the disease's consequences. Cardiovascular 
conditions, neuropathies, and other complications can be 
fatal and drastically lower quality of life. We can give 
people the knowledge and resources they need to make 
lifestyle adjustments that may help them avoid developing 
Diabetes Type 2 by identifying when the condition will start 
to manifest [11,12]. In this regard, several approaches have 
been developed including some clinical decision support 
systems (CDSS). That are mainly used to provide assistive 
technology to the practitioners and medical professionals in 
a variety of ways [13,14,15]. Nonetheless, some studies are 
purely meant for theoretical investigations to develop 
machine learning and deep learning models to predict the 
disease [16,17,18,19,20].   

This paper is organized as follows. The next section 
describes the background of the study.  
Section 3 presents the extensive review of the related 
literature. In section 4, we discuss the results of the 
literature survey. Section 5 summarizes the results and gives 
some recommendations and provides some useful 
concluding remarks.  
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2. Background 
 
In this section we will explore two pillars of the current study: 
Diabetes Type 2 and Machine Learning. We will dive in an 
explanation of Diabetes Type 2 background, conditions, the 
complications, and symptoms. Additionally, we will introduce 
Gestational Diabetes, a variant that affects both the mother and 
child during pregnancy. Then we will go through some of the 
concepts of Machine Learning (ML) and the challenges of 
predicting the onset of Type 2 Diabetes. The results of the survey 
would be important in comparing these techniques to the new 
technique of mixed teaching strategies.  
 
2.1 Diabetes: 
 

Diabetes Type 2 is a chronic disease that affects how the body 
metabolizes glucose (sugar), often known as non-insulin 
dependent. In Type 2 diabetes, as opposed to Type 1 diabetes, 
when the body does not create insulin, the body either rejects the 
effects of insulin or does not produce enough insulin to keep blood 
glucose levels within normal range. This results in elevated blood 
sugar levels, which can damage organs, blood vessels, and nerves 
over time. The prevalence of Type 2 Diabetes has been steadily 
increasing on a global scale especially post pandemic period with 
diverse reasons. Both types are depicted in Figure 1. 

Over 400 million individuals are thought to be affected by 
this illness worldwide, according to the World Health 
Organization (WHO), making it a serious public health issue. 
Urbanization, sedentary habits, bad diets, and an increase in life 
expectancy are a few causes of the surge. The development of 
Type 2 Diabetes has been linked to several risk factors. These 
include specific ethnic backgrounds, old age, family history of 
diabetes, inactivity, poor diet, and obesity. Additionally, diseases 
including polycystic ovarian syndrome (PCOS) and gestational 
diabetes can raise the risk. 

2.1.1 Symptoms: 

 
The beginning of Diabetes Type 2 is often gradual, and its 

symptoms can be subtle at first and may develop with various 
speed depending on the person. Common symptoms include: 
 

• High thirst 
• Frequent urination 
• Weight loss 
• Fatigue 
• Blurred vision 
• Darkened skin areas, known as acanthosis 

nigricans. 

2.1.2 Complications:  

 
Diabetes Type 2 can have a variety of problems that can 

damage practically all the body's major organs like lungs, kidneys 
etc. if it is not treated properly. These issues can include: 
 

• Cardiovascular disease 
• Neuropathy 
• Nephropathy 
• Retinopathy 

• Foot damage 
• Skin and mouth conditions 
• Hearing impairment 
• Alzheimer’s disease 

 

There is also another type of diabetes called Gestational diabetes 
which is a type that can develop during pregnancy in women, who 
most of the time does not have diabetes. And could cause problems 
to the baby if blood sugar levels are untreated or unchecked. 
Moreover, there could be complications in the fetus/baby caused 
by gestational diabetes, including: 
 

• Excess growth 
• Low blood sugar 
• Type 2 diabetes later in life 
• Death 

 
Not to mention the complications in the mother, which include: 

• Preeclampsia 
• Gestational diabetes 

 
Figure 1: Diabetes Type I & II  

2.2 Machine Learning: 
 

A branch of artificial intelligence known as machine 
learning (ML) concentrates on creating algorithms that let 
computers learn from data and make decisions based on that 
data. These systems are trained utilizing a lot of data, which 
gives them the capacity to learn how to accomplish the task, 
as opposed to being explicitly programmed to do so. 
Machine learning (ML) has recently made considerable 
strides in the healthcare industry [21-22]. 
It can be difficult to forecast the start of diabetes type 2 
using conventional statistical approaches because the 
disease is complex. A more complex approach is provided 
by machine learning, which enables the incorporation of a 
wide range of data, including genetic markers, lifestyle 
characteristics, and even data from wearable devices. Early 
research in this field has demonstrated that ML models can 
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perform better than conventional risk assessment methods 
in foretelling the onset of Type 2 Diabetes [23]. 
 
3. State-of-the-art 
 

In their study Rehman et al. (2020) [23] proposed the 
modelling, simulation and optimization approach to 
diabetes type II prediction using deep extreme learning 
machine (DELM) approach. In the study, they stated that, 
“In the human body, glucose is the main element that boosts 
cells. However, insulin is a key that enters the cells to 
control blood sugar. People with diabetes type I do not have 
the ability to produce insulin. Whereas people with diabetes 
type II lack the ability to react to insulin and frequently do 
not make enough insulin. For adequate analysis of such a 
fatal disease, techniques with a minimum error rate must be 
utilized. By using the DELM approach, a high level of 
reliability with a minimum error rate is achieved. The 
approach shows significant improvement in results 
compared to previous studies. In this regard, a refined 
dataset of 1400 samples have been utilized after due 
preprocessing. It is observed that during the investigation 
the proposed approach has the highest accuracy rate of 92.8% 
with 70% of training (9500 samples) and 30% of test and 
validation (4500 examples) [23]. 
 

In research by Tigga and Garg [24], authors have 
investigated prediction of Type 2 Diabetes using Machine 
Learning classification methods. The study focuses on 
using machine learning algorithms for early diagnosis and 
treatment of Type 2 diabetes in India. The study collected 
data from 952 participants through an online and offline 
questionnaire that included 18 questions related to health, 
lifestyle, and family background. Various machine learning 
algorithms such as Random Forest Classifier were 
employed, and the paper claims these algorithms to be 
highly accurate for this healthcare application. In the 
literature review, the authors discuss the extensive 
application of machine learning, data mining, neural 
networks, and genetic algorithms in diabetes prediction, 
citing several studies that have used different datasets and 
methods, each with their own levels of accuracy. The 
Random Forest Classifier was found to be the most accurate 
for both the collected dataset and the Pima Indian Diabetes 
database [24].  
 

Authors in [25], in their research proposed prediction 
of Diabetes in healthful inhabitants through Machine 
Learning. The research focuses on employing machine 
learning techniques to predict the future risk of type-2 
diabetes. The study revisits data from the San Antonio Heart 
Study and uses Support Vector Machines (SVM) along with 
ten features known to be strong predictors of future diabetes. 
The dataset used is unbalanced, with a higher number of 
healthy individuals compared to those with diabetes. To 

address this, the authors use 10-fold cross-validation for 
training and a hold-out set for validation. The results show 
a validation accuracy of 84.1% with a recall rate of 81.1%, 
averaging over 100 iterations. The best method used in this 
study is the Support Vector Machines (SVM) model. The 
accuracy of the SVM model is 84.1% [25]. 
 

The research paper in [26] emphasized on building 
risk prediction models for Diabetes Type 2 using Machine 
Learning techniques. The study used data from the 2014 
Behavioral Risk Factor Surveillance System, which 
included 138,146 participants. Several machine learning 
models were built, including Support Vector Machine 
(SVM), Decision Tree, Logistic Regression, Random 
Forest, Neural Network, and Gaussian Naive Bayes. The 
models were evaluated based on accuracy, sensitivity, 
specificity, and Area Under the Curve (AUC). The Neural 
Network model had the highest accuracy at 82.4%, 
specificity at 90.2%, and AUC at 0.7949. However, the 
Decision Tree model had the highest sensitivity at 51.6%. 
Study also identified two new potential risk factors: 
sleeping time and checkup frequency [26]. 
 

The research study by [27] conducted a comparative 
analysis of Machine-Learning Approaches Type 2 Diabetes 
predictions by cross-validation methods. The study focuses 
on the application of machine learning (ML) techniques for 
predicting Type 2 diabetes in Pima Indian females. The 
study used a Pima Indian diabetes dataset (PIDD) with 768 
female patients and compared four different ML classifiers: 
Naïve Bayes (NB), J48, Logistic Regression (LR), and 
Random Forest (RF). These models were evaluated using 
different cross-validation techniques (K = 5, 10, 15, and 20) 
and performance metrics like accuracy, precision, F-score, 
recall, and AUC were calculated for each model. The study 
found that Logistic Regression (LR) had the highest 
accuracy of 0.77 across all 'k' values. The study aims to 
identify an optimized ML model for predicting diabetes and 
concluded that LR, RF, and NB were the best models for 
this purpose, with AUC values of 0.83, 0.82, and 0.81, 
respectively [27]. 
 

Another similar approach on diabetes detection using 
machine learning methods was conducted by [28]. It 
focuses on the application of machine learning techniques 
for the early diagnosis of Type-2 diabetes. The paper uses 
the Pima Indian Diabetes Dataset for its experiments and 
employs two machine learning algorithms: Logistic 
Regression and Random Forest Classifier. The study aims 
to compare the performance of these algorithms in 
predicting Type-2 diabetes. The paper concludes that 
Random Forest provides the highest accuracy for the PIMA 
dataset. Specifically, the accuracy was improved to 95% for 
Random Forest and 97% for Logistic Regression [28]. 
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Han et al. (2018) [29] tackled the pressing issue of 
accurately predicting Type 2 Diabetes Mellitus (T2DM). A 
condition that has significant public health implications. 
While existing models and algorithms have been employed 
for this purpose, they often fall short in terms of prediction 
accuracy and adaptability to multiple datasets. Traditional 
methods have used single algorithms like K-means or 
logistic regression and have been limited by the datasets 
they were trained on. Utilizing the Waikato Environment 
for Knowledge Analysis (WEKA) toolkit and the Pima 
Indians Diabetes Dataset, the authors introduce a novel two-
level algorithmic model that combines an improved K-
means algorithm for initial data clustering with logistic 
regression for final classification. This multi-faceted 
approach achieves a remarkable accuracy rate of 95.42%. 
What makes their achievement great is the high accuracy 
they managed. Also, designing their model to adapt to more 
datasets is a plus for their record. However, the model may 
fall short due to the complexity, due to the multi-level 
algorithmic structure, could be a barrier to implementation. 
Also, the model’s primary testing on the Pima Indians 
Diabetes Dataset raises questions about its applicability to 
other populations [29]. 
 

In 2018, a study by Deepti Sisodia and Dilip Singh 
Sisodia address the critical challenge of predicting diabetes, 
particularly in pregnant women a demographic that is 
especially vulnerable to this chronic condition [30]. The 
authors leverage the Waikato Environment for Knowledge 
Analysis (WEKA) toolkit and the Pima Indians Diabetes 
Database (PIDD) to evaluate the performance of three 
machine learning algorithms: Naive Bayes, Support Vector 
Machine (SVM), and Decision Tree. While existing studies 
have often focused on single algorithms, this research 
provides a comparative analysis, thereby offering a more 
comprehensive understanding of algorithmic effectiveness 
in diabetes prediction. Among the algorithms tested, Naive 
Bayes stands out with the highest accuracy of 76.30%, 
setting a notable benchmark in the field. The study's 
strength lies in its multi-algorithmic approach and its focus 
on a high-risk group, offering potentially valuable insights 
for healthcare providers. However, the research is not 
without limitations. The moderate accuracy levels indicate 
room for improvement, and the use of the PIDD dataset 
raises questions about the model's generalizability to 
broader populations [30].  
 

A study by Swapna et al. (2018) [31] addresses the 
critical issue of early diabetes detection, focusing on a non-
invasive methodology that leverages Heart Rate Variability 
(HRV) signals derived from Electrocardiograms (ECG). 
While traditional methods have often relied on single 
algorithms and limited datasets, this study employs a multi-
algorithmic approach using deep learning architectures like 
Convolutional Neural Networks (CNN) and Long Short-

Term Memory (LSTM), in conjunction with Support Vector 
Machine (SVM) for final classification. This 
comprehensive methodology achieves an impressive 
accuracy rate of 95.7% with the CNN 5-LSTM with SVM 
architecture. The study's strength lies in its high accuracy 
and non-invasive approach, offering a potentially 
transformative tool for healthcare providers. However, the 
research is not without limitations; the complexity of the 
deep learning architectures used could pose challenges for 
real-world implementation, and the relatively small dataset 
raises questions about the model's generalizability to 
broader populations [31]. This makes the research less 
suitable for real time environments. 
 

A study conducted in 2021 by Joshi and Dhakal [32] 
tackles the critical issue of predicting type 2 diabetes, a 
condition with significant public health implications. They 
employ a combined approach of logistic regression and 
machine learning, specifically a classification tree, to 
analyze the Pima Indian dataset. Their model identifies five 
main predictors of type 2 diabetes: glucose, pregnancy, 
body mass index (BMI), diabetes pedigree function, and age. 
The 6th model of Logistic Regression achieved a prediction 
accuracy of 78.26%% and a cross-validation error rate of 
21.74%. The model's strength lies in its reasonable 
prediction accuracy and its potential to complement 
existing preventive measures. The integration of Logistic 
Regression and Classification Tree methodologies allows 
for a more comprehensive analysis, leading to enhanced 
prediction accuracy. This combined approach leverages the 
strengths of both methodologies to provide a robust 
predictive model. However, its primary testing on a specific 
dataset could limit its applicability to broader populations. 
Authors aimed to address the issue in their subsequent work 
[32].  
 

In another 2020 study by Leon Kopitar et al. [33], the 
GLMNet model was employed to predict T2DM. The 
model achieved impressive results in terms of the area under 
the curve (AUC), with an AUC of 0.859. One of the primary 
advantages of the GLMNet model is its superior 
performance in datasets with highly correlated and sparse 
predictor variables. This makes it particularly suitable for 
complex datasets where predictors might have 
interdependencies in certain ways [33].  
 

In another 2021 study by Nikos Fazakis et al. [34], the 
Weighted Voting LRRFs model was utilized for T2DM 
prediction. The model achieved an AUC of 0.884, 
indicating a high level of accuracy. A significant advantage 
of the Weighted VotingLRRFs model is its ability to 
optimize multiple classification quality measures, such as 
AUC and Sensitivity, simultaneously. This ensures a well-
rounded prediction model that considers various aspects of 
the data [34]. 
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Research focusing on Type 2 Diabetes with Artificial 
Intelligence Machine Learning with the Methods and 
Evaluation has catalyzed a proliferation of studies 
employing machine learning algorithms for early detection 
and prognosis, given the imperative nature of timely 
intervention [35]. Rooted in varied datasets, numerous 
studies have delved into machine learning paradigms, 
ranging from tree-based to meta heuristic-based methods, 
aiming to optimize predictive accuracy based on diverse 
risk factors. However, the disparate datasets and evaluation 
metrics across these studies have obfuscated a clear 
comparative understanding of their effectiveness. The 
juxtaposition of these algorithms in extant literature 
underscores the imperative for a holistic, standardized 
assessment to discern the most efficacious models, with the 
prevailing emphasis being on balancing accuracy with real-
world applicability, especially in the face of imbalanced 
healthcare datasets. The study compared 35 algorithms and 
highlighted the best performers, emphasizing the 
importance of accuracy and F-measure. Key predictors for 
diabetes were pinpointed. We utilized Weka 3.8 for 
algorithm evaluation across three datasets: PIMA Indian, 
UCI, and MIMIC III. The PIMA dataset predicts diabetes 
presence based on diagnostic metrics, the UCI dataset 
encompasses patient outcomes from 130 US hospitals 
(1999-2008), while MIMIC III details 40,000 patients from 
Berth Israel Deaconess Medical Center's critical care units 
between 2001 and 2012. Performance was assessed with 
and without feature selection [35].  
 

The research paper [36] titled: "Prediction of Type 2 
Diabetes Based on Machine Learning Algorithm "the 
increasing prevalence of diabetes, a chronic metabolic 
disorder, has elevated the need for early detection methods, 
with type 2 diabetes (T2D) being of particular concern due 
to its potential long-term organ damage. Electronic medical 
records have been recognized for their revolutionary 
potential in diagnostics, especially when integrated with 
machine learning (ML) and artificial intelligence (AI) 
techniques. Prior research has tapped into ML models for 
prediabetes screening in certain populations, while other 
studies have extended these techniques to predict treatment 
success in various chronic ailments. Furthermore, the 
American Diabetes Association (ADA) provides specific 
guidelines to identify T2D based on fasting plasma glucose 
levels, emphasizing the role of lifestyle factors in the 
disease's development. The feature selection process in ML, 
crucial for enhancing computational efficiency and model 
interpretability, has also been emphasized. Using health 
records from 2013-2018, a model was developed to 
anticipate Type 2 Diabetes in the upcoming year, with 
accuracies between 71% and 73%. This study utilized a six-
year electronic medical record from Hanaro Medical 
Foundation in Seoul, South Korea, spanning 2013-2018. It 

comprises 535,169 records from 253,395 patients, with 
each record containing 1,444 attributes. For the experiment, 
the dataset includes patients who visited the institute 
between one to six times during the span of study period 
[36]. 
 

The research paper titled: "Use and performance of 
machine learning models for type 2 diabetes prediction in 
community settings: A systematic review and meta-analysis 
[37]". There is a burgeoning interest in leveraging machine 
learning (ML) to predict Type 2 Diabetes Mellitus (T2DM), 
especially within community settings. Historically, non-ML 
methods dominated diabetes prediction, but no 
comprehensive review covers the newer ML-focused 
approaches. This gap is crucial as community-based 
predictions can identify early cases, even asymptomatic 
ones, facilitating timely interventions and potentially 
mitigating severe complications and hospitalizations. 
Moreover, traditional models have faced challenges in 
methodology, reporting, and validation which ML models 
aim to address. The systematic review delves into these ML 
models, aiming to discern their efficacy, strengths, and 
areas needing refinement (Kushan De Silva a, 2020) [37]. 
 

The integration of machine learning (ML) and deep 
learning (DL) in healthcare has shown promise in the early 
and accurate detection of Diabetes Mellitus (DM) [38]. This 
study delves into various algorithms and techniques, 
highlighting their effectiveness in DM detection. While 
these advancements underscore the transformative potential 
of ML and DL in medical diagnostics, challenges such as 
data scarcity, model construction complexities, and real-
world deployment persist. However, with further research, 
more comprehensive datasets, and the exploration of hybrid 
models, the union of AI and healthcare offers a promising 
avenue for enhanced disease detection in the future (Toshita 
Sharma, 2021) [38]. 
 

In a study using the Pima Indians Diabetes database 
consisting of 768 samples, researchers compared the 
diabetes prediction capabilities of three techniques: Support 
Vector Machine (SVM), Random Forest (RF), and 
Convolutional Neural Network (CNN). Each method was 
tested on an equivalent set of training and testing samples, 
drawn from a dataset characterized by eight attributes 
related to diabetes risk. The results indicated that the 
Random Forest method, with an accuracy of 83.67%, was 
the most effective in predicting diabetes, outperforming the 
Support Vector Machine and Deep Learning techniques, 
which achieved accuracies of 65.38% and 76.81% 
respectively (Amani Yahyaoui, 2019) [39]. 
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4. Analysis of State-of-the-art 
 

This section is dedicated to the analysis of 
comprehensively reviewed literature. Several studies have 

been reviewed in this regard mainly in the post pandemic 
era e.g., year 2020 onward. Table 1 presents the summary 
of the literature review including the methodology and pros 
and cons of reviewed study. 

Table 1: Summary of Literature Review 
Study Author/s Methodology Accuracy Advantages Limitation 

1 Neha Prerna 
Tigga and Shruti 
Garg 

Random Forest 
Classifier 

The exact accuracy 
0.941 for Dataset and 
0.750 for Pima dataset

Extensive application in 
healthcare; high accuracy 
for both collected dataset 
and Pima Indian Diabetes 
database. 

Limited to Indian 
population. 

2 Lejla Alic et al. Support Vector 
Machines (SVM) 

84.1% High validation accuracy of 
84.1% and a recall rate of 
81.1%; robust to unbalanced 
datasets. 

Limited to San Antonio 
Heart Study data; may 
not generalize well. 

3 Zidian Xie et al. Multiple models 
including Neural 
Network 

Neural Network: 
82.4% 

High specificity (90.2%) 
and AUC (0.7949); 
identified new potential risk 
factors like sleeping time 
and frequency of checkups. 

Neural Network model 
had low sensitivity 
(37.8%); Decision Tree 
model had high 
sensitivity but lower 
accuracy. 

4 Gopi Battineni et 
al. 

Multiple models 
including Logistic 
Regression (LR) 

LR: 0.77 High accuracy across all 'k' 
values in cross-validation; 
AUC of 0.83 for LR. 

Limited to Pima Indian 
females; may not 
generalize well. 

5 Valasapalli 
Mounika et al. 

Random Forest 
and Logistic 
Regression 

Random Forest: 95%, 
Logistic Regression: 
97% 

Extremely high accuracy; 
robust algorithms. 

Limited to Pima Indian 
Diabetes Dataset; may 
not generalize well. 

6 Han Wu, Shengqi 
Yang, Zhangqin 
Huang, Jian He, 
and Xiaoyi Wang 

Two-level 
algorithmic model 
consists of a 
combination of 
improved K-
means algorithm 
and the Logistic 
regression 
algorithm 

95.42% High accuracy. 
 
Adaptability: the model able 
to adapt to more than one 
dataset. 

Complexity: The model 
involves multiple steps 
and algorithms. 
 
Dataset Limitations: The 
model was primarily 
tested on the Pima 
Indians Diabetes 
Dataset. 

7 Deepti Sisodia 
and Dilip Singh 
Sisodia 

Naïve Bayes 
(NB), Decision 
Tree (DT), and 
Support Vector 
Machine (SVM) 

NB: 76.30% 
DT: 73.82% 
SVM: 65.10% 

Versatility: more than one 
machine learning algorithm 
has been used and worked. 
 
Focus on pregnant women. 

Limited Dataset: The 
study uses the Pima 
Indians Diabetes 
Database (PIDD) 
dataset, which might not 
be representative of the 
broader population. 
 
Moderate Accuracy: 
Although Naïve Bayes 
achieved the highest 
accuracy, it is still below 
80%, indicating room for 
improvement. 
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8 Swapna G., 
Vinayakumar R., 
and Soman K.P. 

Convolutional 
Neural Networks 
(CNN), Long 
Short-Term 
Memory (LSTM), 
and Support 
Vector Machine 
(SVM) 

CNN 5 with SVM: 
93.9% 
CNN 5-LSTM with 
SVM: 95.7% 

High Accuracy: The CNN 5-
LSTM with SVM 
architecture achieved a very 
high accuracy of 95.7% 
 
Non-Invasive Method: The 
study uses HRV signals for 
diabetes detection, which is 
a non-invasive approach. 

Limited Dataset: The 
study was conducted on 
a relatively small dataset, 
which may affect its 
generalizability. 
 
Complexity: The deep 
learning architectures 
used are complex, which 
might be a barrier for 
real-world 
implementation. 

9 Ram D. Joshi and 
Chandra K. 
Dhakal 

logistic regression 
and classification 
tree 

Logistic regression: 
78.26% 
Classification Tree: 
73.96% 

It helps in identifying high-
risk individuals 

The model is only tested 
on Pima Indians Dataset.

10 Leon Kopitar et al. Glmnet In terms of the area 
under the curve 
(AUC), 
Glmnet achieved the 
best results with an 
AUC of 0.859 

Glmnet performs better in 
datasets with highly 
correlated and sparse 
predictor variables 

It can result in higher 
instability of the selected 
variables. 

11 Ram D. Joshi, 
Chandra K. 
Dhakal 

Logistic 
Regression, 
Model Selection 
Criteria, 
Validation and 
Cross-Validation, 
Classification 
Tree 

Prediction accuracy of 
78.26% and a cross-
validation error rate of 
21.74% 

The combined approaches of 
Logistic regression and 
Classification Tree allows 
for more comprehensive 
analysis and better 
prediction accuracy. 

Only a few predictors 
were considered due to 
data limitation. 

12 Nikos Fazakis et 
al, 

Weighted-
VotingLRRFs 

It resulted in AUC = 
0.884 

It optimizes more than one 
classification quality 
measures like AUC and 
Sensitivity simultaneously 

Excluded family history 
of diabetes and women 
with gestational diabetes 
from the features set for 
training the ML models.

13 Leila Ismail Bagging-LR Our experimental 
results show that   
algorithm is the most 
accurate for a balanced 
dataset with  
and without feature 
selection  

Performs well on balanced 
datasets. 

requires multiple models 
to be stored, which can 
be space-consuming 

14 Henock M. 
Deberneh and 
Intaek Kim 

RF (Random 
Forest) 

The best accuracy 
achieved for predicting 
the occurrence of 
diabetes was 73% on 
the test dataset 

Utilization of diverse 
machine learning models 
and ensemble classifiers. 

The majority of the 
classification errors were 
from the prediabetes 
class. 

15 Kushan De Silva  ML-based prediction models for 
T2DM in community 
settings achieved 
"good discrimination 
ability" 

Good discrimination ability 
of ML-based prediction 
models for T2DM in 
community settings. 

Need for improvement in 
methodology and 
reporting. 
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5. Conclusion 
 
       In the rapidly evolving landscape of medical 
technology, understanding the existing state of play is 
crucial for innovation. As part of this study, a 
comprehensive review of existing studies in diabetes 
detection using machine learning has been conducted, 
including an examination of their technical documentation, 
user reviews, and related scholarly articles. This multi-
faceted evaluation led to the identification of critical gaps 
in current solutions, revealing both missing features and 
areas for improvement in usability and user experience. 
While some gaps may have more immediate implications 
for healthcare outcomes, others serve as opportunities for 
differentiation and value addition. In addition, the fluid 
nature of medical technology demands a forward-looking 
approach. Based on the research, in future, authors are 
intended to propose a system that aims not only to bridge 
these identified gaps but is designed with the flexibility to 
adapt to future technological advancements and clinical 
needs. Moreover, in the future, hybrid intelligent 
technologies and transfer learning approaches can be 
investigated to address the highlighted challenges [40-50]. 
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