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Abstract 

The conventional methods of network intrusion detection system (NIDS) cannot measure the trend of intrusion-

detection targets effectively, which lead to low detection accuracy. In this study, a NIDS method which based 

on a deep neural network in a big-data environment is proposed. Firstly, the entire framework of the NIDS 

model is constructed in two stages. Feature reduction and anomaly probability output are used at the core of 

the two stages. Subsequently, a convolutional neural network, which encompasses a down sampling layer and 

a characteristic extractor consist of a convolution layer, the correlation of inputs is realized by introducing 

bidirectional long short-term memory. Finally, after the convolution layer, a pooling layer is added to sample 

the required features according to different sampling rules, which promotes the overall performance of the 

NIDS model. The proposed NIDS method and three other methods are compared, and it is broken down under 

the conditions of the two databases through simulation experiments. The results demonstrate that the proposed 

model is superior to the other three methods of NIDS in two databases, in terms of precision, accuracy, F1-

score, and recall, which are 91.64%, 93.35%, 92.25%, and 91.87%, respectively. The proposed algorithm is 

significant for improving the accuracy of NIDS. 
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1. Introduction 

Since the 21st century, the Internet has rapidly developed worldwide and has become widely used, and 

the growth trend of the Internet is gradually increasing [1,2]. The quick development of the Internet has 

brought many conveniences to Internet users; however, it has also created many security problems (i.e., 

tampering, backdoor implantation, and fake websites). In addition, many high-risk vulnerabilities have 

become public [3-5]. Network security faces several unknown risks and challenges. Malware, security 

vulnerabilities, denial-of-service attacks, website security, cloud platform security, and other accidents 

occur frequently [6-8]. 

Currently, every field uses networks for transactions. Computer networks play an irreplaceable role. 

Therefore, the security problems of the accompanying network need to be addressed. The methods often 

used to these problems include firewall and intrusion detection technologies [9,10]. In the social 

background of big data, due to the diversification of network intrusion means and the gradual complexity 
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of the network environment, the existing methods of network intrusion detection system (NIDS) have 

gradually failed to adapt to the current actual situation [11,12]. 

Current research methods for NIDS have many limitations, and detection accuracy cannot be 

guaranteed. Therefore, new NIDS technologies must be selected to achieve the desired effect [13-15]. 

Research on artificial intelligence and deep learning in human society has been continuously conducted 

and deepened, and the NIDS technology has developed vigorously. The NIDS method developed on this 

basis can automatically detect NIDS information and significantly improve the overall performance of 

NIDS [16,17]. However, there is no suitable method or mature solution for IDS to confirm large-scale 

distributed and combined intrusion attacks. False alarms are serious, and users frequently drown in 

massive amounts of alarm message and let slip real alarms. It cannot investigate attacks or prevent attacks 

without user participation. Therefore, defects in network protocol, design principle, timely response, 

signature database updating, and timeliness are the biggest challenges faced by conventional intrusion 

detection algorithms based on machine learning [18,19]. 

 

 

2. Related Research 

Studying the deep learning-based NIDS model is meaningful to solve the detection problems that 

traditional NIDS systems are increasingly encountering. Chen and Miao [20] established an intrusion 

information sequence model by collecting data from different centers in network intrusion under the 

background of a sequence model of big data and used path-trend binary weighted semantics to conduct a 

trend path set for the intrusion path direction to achieve network security intrusion detection. However, 

this method does not analyze possible information leakage caused by the network itself. Vieira et al. [21] 

proposed an autonomous NIDS and response method by introducing an operational analysis and a 

response model. This method solved the problem of large-scale distributed systems that are vulnerable 

to hijacking and other attacks. Nonetheless, the model runs poorly due to a sever deficiency in the feature 

extraction ability of this model when face high-dimensional features. Liu et al. [22] analyzed the latest 

research on NIDS technology, studied the problems in system models and detection algorithms, and 

analyzed new applications of NIDS technology in the context of big data. However, they did not propose 

strategies or methods to solve the corresponding problems effectively. A new NIDS method was presented 

in Viegas et al. [23], and a reliable NIDS model based on ML was established. Moreover, this method 

has no influence of correlation between recognition and features on classification, this model also can be 

further improved. For the problem that big data generated by network flows and system events has an 

effect on the accuracy of NIDS, Wang and Jones [24] analyzed datasets with various data types using the 

“capacity,” “accuracy,” and “diversity” of big data features in network flows and attacks with R language 

and its functions. nevertheless, the training performance of this method is poor on high-dimensional. 

Dasgupta and Saha [25] proposed a NIDS method to solve a problem in which the current NIDS 

technology is complex. This method introduces the network model, which is shallow, and its accuracy of 

recognition is limited, Kalinin and Krundyshev [26] proposed an effective NIDS method to improve 

security NIDS degenerates under the condition of big data input, but it ignores the behavior sequence’s 

time sequence, resulting in a low rate of detection. An oversampling algorithm was proposed by Fu et al. 

[27], and it was used as a data augmentation method for solving the issue of unbalanced network intrusion 
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date. A stacked autoencoder with a dropout structure was used as the data downscaling method to enhance 

model’s generalization ability. The channel attention mechanism was associated with a bidirectional long 

short-term memory (BiLSTM) network to enhance the network structure. However, owing to the lack of 

application scenarios, improving the network model further to enhance the accuracy of detection is 

necessary. Albasheer et al. [28] proposed a NIDS system to predict the intrusion alarm problem by 

reviewing and analyzing the detection results. However, owing to the limitations of alert correlation, 

insufficient detection accuracy is a problem. Alavizadeh et al. [29] proposed a method for detecting and 

classifying different types of network intrusion attacks using deep reinforcement learning models. By 

combining a deep feed-forward neural network with reinforcement learning, the accuracy of classifying 

different types of network intrusion attacks can be improved. However, owing to the single-application 

scenario of the model, this was not applicable. Cao et al. [30] proposed a NIDS model associating a 

convolutional neural network (CNN) and a gated recurrent unit. The proposed intrusion detection model 

was rated based on the NSL-KDD, UNSW_NB15, and CIC-IDS2017 datasets, which solved the issue of 

low multi-classification accuracy of intrusion behavior and low-class imbalance data’s detection 

accuracy in existing intrusion detection models. However, owing to the abundant parameters in the 

model, the running time was relatively high, which reduced the efficiency of the detection data. 

To address the high false detection rate and low accuracy of NIDS methods for malicious attacks, a 

NIDS method using BiLSTM-CNN is proposed. The basic concept is as follows: 

 The detection model is constructed in two stages using feature reduction and an abnormal 

probability output as the core.  

 CNN is used as the basic model to simplify the complexity and reduce computation. The real-time 

classification speed is improved by introducing BiLSTM to realize the relevance of the input. 

Comparison with conventional NIDS methods. 

 

 

3. NIDS Model based on BiLSTM-CNN 

3.1 Overall Framework of the Method 

The NIDS model proposed herein comprises two CNN structures, as shown in Fig. 1. 

Its innovative idea is the first stage of feature reduction and abnormal probability output and the second 

stage of neural network classification. The first stage uses a BiLSTM network. Because of its good 

performance, it can be divided into abnormal and normal traffics with probability scores in the initial 

stage. This probability value was considered as an additional feature in the final classification stage. It is 

mainly divided into two tasks: constructing the supervised learning BiLSTM model and the output 

anomaly probability value, P. First, the weight value w and offset value c of unlabeled data are learned 

in an unsupervised learning method, which are applied to unlabeled data for layer-by-layer unlabeled pre-

training. We then used w and c in a supervised learning mode, passed the pre-trained features and label 

vectors into the softmax regression classifier, and used the backpropagation algorithm to classify the 

labeled data (x, y). At this stage, the model finishes fine-tuning the pretrained w and c values, and outputs 

an abnormal probability value P through the softmax classifier. 

The model comprises two stages. The BiLSTM conducts feature learning to achieve the best feature 

representation in the first stage. After the first training stage, traffic is initially classified through proba-
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bility score. during the second stage, features are learned and extracted from other data. This improves 

the accuracy and reduces the number of false positives. 

 

 
Fig. 1. Structure of intrusion detection model based on BiLSTM-CNN. 

 

3.2 Data Preprocessing 

3.2.1 Data encoding 

Data processing is difficult owing to the variety and inconsistency of information types. Therefore, it 

is necessary to encode information that is not of the numerical type, and finally program the numerical 

type. 

 

3.2.2 Data reshaping 

To facilitate the input of the network model, it can reshape traffic sample with � × � ∗ � + 1, then build 

a matrix N of � ∗ �. The construction of its matrix is based on the size of the data volume and the feature 

data extracted by deep learning, as shown in the following formula: 

 

� = ����  ���  ...  ������  ���  ...  ���
...    ...         ...  ���  ���  ...  ���

�. (1) 

 

3.2.3 Data segmentation 

Each model required two datasets. The input data were segmented by combining the content of the 
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dataset and size of the above matrix. The entire dataset was divided according to the method shown in 

Fig. 2. 

 

 
Fig. 2. Data segmentation diagram. 

 

3.3 Normalization 

Scaling was applied to features with a wide range of differences between minimum and maximum 

values. Therefore, according to formula (2), all different values of each feature are mapped in the range 

of 0 and 1, thereby normalizing the feature. 

 ��,� =
��,�	��,�_���

��,�_
���,�_���
, (2) 

 

where, ��,� represents the value of the feature in rows 	 and columns 
. ��,�_
�� represents the minimum 

value of each feature. ��,�_
�
 represents the maximum value of all data points. 

In many cases, feature normalization can reduce the training time of the model. If there are two datasets, �� and ��, in the original dataset, the value range of �� is [1000,5000] and that of �� is [1,5]. Fig. 3 

shows a route comparison of the gradient descent before and after normalization. The ellipse represents 

the graph without normalization of the original data and the circle represents the graph after normali-

zation. 

 

 

 
(a) (b)

Fig. 3. Comparison graph (a) before and (b) after normalization. 

 

As shown in Fig. 3(a), the speed to calculate the local optimal solution is slow when the data are not 

normalized, and multiple iterations are required in the training process to reach the local optimal solution; 

therefore, the model takes a long time to train the data. Combining the feature extraction characteristics 
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of deep learning networks and data normalization methods can significantly improve the efficiency of 

data enhancement. After normalization of the original data, as shown in Fig. 3(b), the model can quickly 

find the local optimal solution in the gradient descent process in only a few or even several iterations. 

 

3.4 BiLSTM 

Relative to LSTM, BiLSTM inverts the input sequence and recalculates and outputs using the LSTM 

model. The final output was a stack of forward and reverse results. Thus, input relevance can be achieved. 

Fig. 4 shows the structure of the BiLSTM. 

Each circular node in Fig. 4 represents an LSTM cell, and the forward and reverse arrows represent 

different times. Notably, the forward and reverse nodes are not shared. The role of this model is to extract 

feature data. When used as the output, the two nodes output one result. 

 

 
Fig. 4. BiLSTM model structure diagram. 

 

3.5 CNN Model 

The basic structure of a CNN comprises five layers. Fig. 5 shows the training process. 

The role of the CNN in this study was to further extract the data features of network intrusion target 

detection and classify the data deeply by decomposing the convolutional layer. 

 

3.6 Selection of Pooling Layer 

The pooling layer samples the required features. This can decrease the size of the input data, promote 

the statistical efficiency, and reduce the demand for parameters, thereby reducing the complexity of the 

calculation. 

The most common pooling methods are maximum and average pooling. Fig. 6 describes the calculation 
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process of the maximum pooling layer when the feature map size is 2 × 2 and the step size is two. 

Maximizing the pooling involves calculating the maximum value of each size 2 × 2. The purpose of 

using a pooling layer in this study is to prevent overfitting of the introduced deep neural network, resulting 

in redundancy and errors in the feature extraction data, which reduces the network detection accuracy. 

 

 
Fig. 5. Convolutional neural network structure diagram. 

 

 
Fig. 6. Schematic diagram of maximum pooling. 

 

3.7 Softmax Layer 

The softmax layer, also known as the classification layer, is used for classification or regression 

calculations as the neural network’s last layer. Based on the problem to be solved, softmax was used to 

categorize the network traffic data. The following formula was used to figure the sample probability � 

belonging to the category 
, where ���, �� is the parameter of the classification layer and � represents 

the number of label types of the classified samples. The classification formula is shown in formula (3). 
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��ℎ = 
|�;���, ��� =
�
����

	��,��
�

∑ �
����
	��,��
��

�
�

, (3) 

 

where, ℎ is the predicted sample category, formula (4) is given as follows: 

 � =
�

�
∑ �
� − 
� ′���

��� , (4) 

 

where � represents the samples amount; � represents the �-th sample; 
� and 
�′ represents the prediction 

category and real label of �, respectively. � is the calculation error. It is necessary to minimize the 

calculation error when training neural networks. 

 

 

4. Experiment 

4.1 Experimental Settings 

The environment configuration is summarized in Table 1. 

 

Table 1. Experimental environment configuration 

Name  Configuration  

Operating system Windows 10 

CPU E3-1505M v6 

Processor  Intel Xeon 

Hard disk 1 T 

Memory 8 GB 

Programming language Python 3.5 

Programming environment Jupyter Notebook+keras+skleam 

 

4.2 Datasets 

The common dataset used in NIDS is KDD99, however, this dataset has many drawbacks, particularly 

its inability to provide the most original data traffic. Therefore, two new NIDS datasets were used for 

experimental analysis. These two datasets are newer than KDD99 and other NIDS datasets, and the 

datasets contain more types of traffic with reliable verification and test datasets. The KDD99 dataset 

artificially extracts features of specific dimensions from the original traffic data without providing the 

most original traffic package data files. The two datasets adopted here provide the most original traffic 

PCAP files, which can be used by researchers to mine more information from the file or directly use the 

original traffic packet data for research. 

(1) CICIDS2017 Dataset: The CICIDS2017 collected network information from Monday to Friday. 

The information on Monday is only positive. From Tuesday to Friday, the attacking network attacks the 

victim’s network. Finally, we mark the flow accurately using five timestamp fields. Benign traffic was 

extracted from the data. The generated flow was labeled according to the flow method in the CICIDS2017 

data to obtain a true and reliable label. Details of the dataset are listed in Table 2. 
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Table 2. Distribution of various traffic in the CICIDS2017 dataset 

Category of flow Quantity 

Benign 359,641 

DoS GoldenEye 9,467 

DoS Hulk 16,354 

DoS Slowhttp 6,521 

DoS Slowloris 5,937 

SSH Patator 4,683 

FTP Patator 6,019 

Brute Force 3,035 

WebSQL Injection 255 

XSS Attack 1,641 

BotNet 3,267 

Port Scan 176,983 

DDoS 18,647 

 

From the dataset, 20,000 benign flows and 16,749 port scan attacks were randomly selected using a 

downsampling algorithm. 

(2) CTU Dataset: The CUT dataset was generated by capturing and marking network information in 

different situations. Eleven types of flows generated from June 2020 to June 2021 were selected. Details 

of the dataset are listed in Table 3. 

Data-balance processing was not required for the CTU dataset. Although Viaxmr and Trojan BotNet 

traffic has relatively small proportion in total number, considering that these two types of traffic are 

relatively common, they are still used for intrusion detection analysis in actual experiments to find 

suspicious attacks effectively. 

 

Table 3. Distribution of various traffic in CTU dataset 

Category of flow Quantity 

Benign 76,425 

Sathurbot 26,381 

Trickster 23,692 

TrickBot 72,947 

Dridex 8,634 

WebCompanion 16,892 

Viaxmr 1,806 

Trojan 1,821 

CoinMiner 20,648 

HTBot 17,463 

Ursnif 12,594 

 

4.3 Evaluation Indices 

In general, the performance evaluation of NIDS methods has four evaluation criteria: F1 (F-measure 

or F1-score), precision, recall, and accuracy. These evaluation criteria are defined using four functions, 
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including true negatives (TN), false negatives (FN), true positive (TP), and false positives (FP). TN is the 

normal sample number predicted as normal samples, FN is the attack number incorrectly predicted as 

normal samples, TP is the sample number that correctly predicts attack types, FP is the normal number 

incorrectly predicted as attack samples. These functions can be obtained from confusion matrix C. The 

element ��� of confusion matrix C represents the sample amount in the class 	 to be predicted as class 
. 
Moreover, the receiver operating characteristic (ROC) curve and area under the curve (AUC) of ROC 

can also be used as indices of classifiers or models. The meanings and calculation formulas for the 

accuracy, precision, recall, F-score, ROC curve, and AUC value were as follows: 

 � =
����


����
�����

, (5) 

� =
��

�����
, (6) 

� =
��

����

, (7) 

� =
���

���
. (8) 

 

The ordinate of the ROC represents the TP rate, which is the correctly classified samples’ proportion 

among all normal samples. The calculation formula is following: 

  �� =
��

����

. (9) 

 

The abscissa of the ROC curve represents the false-positive rate (FPR). FPR is also called specificity, 

which is negative samples’ proportions that are incorrectly categorized as positive among all negative 

samples. The calculation formula is as follows: 

 ��� =
��

����

. (10) 

 

The upper-left corner of the ROC image shows the maximum TP and minimum FP rates. 

 

4.4 Effect of Different Batch Sizes on Model Accuracy 

To unify the best batch size, experiments were conducted with batch sizes of 50, 100, 200, 300, 400, 

500, 600, 700, 800, 900, and 1,000, according to the optimal parameters determined above. The results 

are presented in Fig. 7. 

Fig. 7 shows that when the batch size was approximately 50 or 500, the model’s detection accuracy is 

high, exceeding 93.30%. Because each iteration’s duration was shorter when the batch size was 50 than 

500, the batch size was set to 50. When the same accuracy is achieved, the corresponding iteration time 

must have same direction as the batch size is raised, and the required time of training will be lengthened. 

This experiment was analyzed by varying the batch size based on the same number of iterations; thus, 

the accuracy decreased as the batch size increased. 
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Fig. 7. Accuracy of the model with different batch sizes. 

 

4.5 Effect of Iterations on Model Accuracy 

One-third of the training data was used as validation data in each iteration. Fig. 8 is the loss function 

values during the training process. 

Training was performed to reduce the loss completely and make it converge. If the number of iterations 

of training is not sufficient, the neural network does not converge, indicating that effective features have 

not been entirely extracted, and redundant information still exists. If iteration’s number is extremely large 

and the loss function value has converged, the training could cause overfitting. As shown in Fig. 8, when 

the number of iterations exceeds 30, the loss function is maintained at approximately 0.01 without further 

decline. Therefore, the number of iterations was determined to be 30 based on the loss function diagram 

and the experimental results of different iterations. 
 

 
Fig. 8. Accuracy and loss value of model training process. 

 

4.6 Verify the Effectiveness of the Model 

The following criteria were used to verify the superiority of the NIDS method: F1-score, accuracy (A), 

recall (R), and precision (P). For the proposed NIDS method using BiLSTM-CNN and the methods in 

[20,23,24], an experiment was conducted using the CICIDS2017 and CTU datasets. The final estimation 

results of the evaluation indices are presented in Table 4 and Fig. 9. 
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Table 4. Results on CICIDS2017 dataset 

Method Accuracy (%) Precision (%) Recall (%) F1-score (%) 

Proposed method 93.35 91.64 91.87 92.25 

Chen and Miao [20] 90.21 88.33 88.86 89.64 

Viegas et al. [23] 84.52 81.35 82.05 82.97 

Wang and Jones [24] 88.45 85.62 86.31 87.06 

 

 
Fig. 9. Results on CTU dataset. 

 

Table 4 and Fig. 9 showed that the proposed NIDS method based on BiLSTM-CNN is superior to the 

other three comparison methods in A, P, R, and F1, reaching 93.35%, 91.64%, 91.87%, and 92.25%, 

respectively, when the two datasets are respectively used. The proposed method’s accuracies were 3.14%, 

8.83%, and 4.90%, higher compared to those of the other comparison methods. The reason is the BiLSTM 

network can exclude the problem of gradient disappearance and shorten the time interval between 

acquiring the input and making the decisions. In addition, a pooling layer was added after the convolution 

layer, which improved the feature sampling process and detection accuracy of the confirmed normal 

classes. 

 

 

5. Conclusion 

To address the high false detection rate and low accuracy of conventional NIDS methods for malicious 

attacks, a NIDS method using BiLSTM-CNN in a big data environment is proposed. The result of 

experiment indicates that the introduction of feature reduction and abnormal probability output in the 

detection process can effectively prevent overfitting. Introducing a BiLSTM network into a conventional 

CNN can deal with the problem of gradient disappearance, shorten the time interval from obtaining the 

input to making decisions, and increase the detection accuracy. If the pooling layer is connected after 

convolution layer, it will optimize the sampling process of the required features. 

Further improving the accuracy of NIDS will be focused in the future: (1) research on the method of 

feature learning performance to improve the learning performance; (2) from the view of network 

adaptation, improving the feature extraction performance of the network, and then improving the 

accuracy of NIDS; and (3) from the perspective of optimizing the model, accelerating the training speed 

and improving the efficiency of NIDS. 
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