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Abstract 

Most vehicle detection methods have poor vehicle feature extraction performance at night, and their robustness 

is reduced; hence, this study proposes a night vehicle detection method based on style transfer image enhance-

ment. First, a style transfer model is constructed using cycle generative adversarial networks (cycleGANs). The 

daytime data in the BDD100K dataset were converted into nighttime data to form a style dataset. The dataset 

was then divided using its labels. Finally, based on a YOLOv5s network, a nighttime vehicle image is detected 

for the reliable recognition of vehicle information in a complex environment. The experimental results of the 

proposed method based on the BDD100K dataset show that the transferred night vehicle images are clear and 

meet the requirements. The precision, recall, mAP@.5, and mAP@.5:.95 reached 0.696, 0.292, 0.761, and 

0.454, respectively. 
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1. Introduction 

Traffic congestion has become a major problem that seriously affects living standards. Building 

intelligent traffic monitoring systems reduces traffic congestion and improves traffic efficiency [1]. The 

emergence of intelligent transportation has received extensive attention, and relevant transportation 

departments hope to solve road problems by developing intelligent transportation systems. Through 

statistics on traffic flow, managers can quickly understand road congestion and make corresponding 

decisions promptly. Using cameras to obtain traffic flow information is considerably more convenient 

and faster than obtaining the information manually. Simultaneously, the use of cameras can reduce the 

workload of traffic police and reduce the manpower input of traffic management [2]. 

With the development of artificial intelligence technology centered on deep learning, autonomous 

vehicles are constantly advancing toward commercialization. Computer vision technology is used in 

driverless systems for road detection and the detection of environment-related objects such as vehicle 

targets. 

Traditional computer vision solutions for vehicle target detection often require the artificial design of 

features, which can easily cause problems such as high time complexity and window redundancy, and 
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their detection accuracy and speed cannot meet this requirement. The development of artificial 

intelligence technology can compensate for this deficiency. Deep learning and other related algorithms 

can achieve fast and high-precision target detection [3]. During the day, owing to the obvious features of 

vehicles, existing target detection algorithms can perform reliable detection. However, in a complex 

nighttime environment, owing to insufficient light and large changes in distances and angles, there are 

detection problems such as the occlusion of dense targets and omission of small targets. 

 

 

2. Related Works 

Current vehicle detection algorithms can be divided into target-detection and deep-learning algorithms. 

Traditional target detection algorithms extract vehicle information through threshold processing, 

morphological processing, and other methods and formulate a vehicle detection threshold through a 

sliding window. Parvin et al. [4] proposed a night vehicle recognition algorithm for an intelligent 

transportation system that used segmentation technology and the double threshold method; the algorithm 

realized vehicle tracking through a centroid algorithm. Shu et al. [5] proposed a local enhancement fusion 

Gaussian mixture model for detecting small mobile vehicles using a satellite. Kavya et al. [6] proposed 

an efficient vision-based vehicle detection and tracking system that uses a train cascade target detector to 

detect vehicles from a mobile host; the system also incorporates nonlinear filters, such as a Kalman filter, 

for vehicle tracking. This method overcomes the complexities of light, background, perspectives, and 

weather conditions. In [7], the authors proposed a vehicle detection and tracking method based on visual 

traffic monitoring. The detection accuracy was improved by considering the background subtraction 

concept and threshold processing of mobile vehicle detection combined with the application of speckle 

analysis and an adaptive bounding box. Traditional target detection algorithms have problems, such as 

low feature generalization and complex operations. 

To resolve these problems, object detection algorithms have been proposed based on deep learning, 

such as the YOLO series, SSD, and Fast R-CNN. Based on the detection network of cross-frame 

keypoints and a spatial motion information guidance and tracking network, Feng et al. [8] realized the 

accurate detection of mobile vehicles using complementary information between frames to enhance the 

detection of keypoints. Paidi et al. [9] proposed a multitarget vehicle detection method based on a deep 

learning algorithm. By processing images using a thermal imager, vehicle detection in various complex 

situations can be realized with high accuracy. Luo et al. [10] proposed a vehicle-detection model based 

on a Faster R-CNN. This model improves detecting robustness for challenging targets. The aforemen-

tioned deep learning methods can better extract relevant vehicle features; however, target detection 

accuracy is low, and the model is slow, making it unsuitable for practical real-time detection. 

A night vehicle detection method based on style transfer image enhancement is proposed to solve these 

problems. The main innovations of the proposed method are summarized as follows: 

1) To obtain an effective night dataset, a style transfer model is constructed using cycle generative 

adversarial networks (cycleGANs). The daytime dataset was transferred to the night dataset to 

obtain an ideal style dataset. 

2) Owing to the complexity of the night environment, reliable vehicle detection using traditional 

methods is difficult. Therefore, the YOLOv5s network was used to learn and analyze style datasets 

and obtain high-quality detection results through multi-angle and multilevel learning. 
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3. Proposed Method 

The architecture of the proposed night vehicle detection method based on style transfer image 

enhancement is shown in Fig. 1. 

1) Construction of the style dataset: Using the cycleGAN network to build a style transfer model, 

the daytime data in the BDD100K dataset were transferred to the nighttime data for testing the 

vehicle detection methods. 

2) Dataset division: According to the BDD100K dataset label method, the dataset was divided for 

model training and testing. 

3) Vehicle target recognition: The nighttime data were detected based on the YOLOv5s network to 

obtain a nighttime picture of the vehicle. 

 

 
Fig. 1. Technical architecture of the proposed method. 

 

3.1 BDD100K Dataset 

The BDD100K dataset, released by the University of Berkeley in 2018, contains 100 thousand videos. 

Each video had a duration of approximately 40 seconds, high resolution (720 pixel), and high frame rate 

(30 fps). The videos also contained global positioning system/inertial measurement unit (GPS/IMU) 

information that recorded vehicle trajectory. The BDD100K dataset intercepts 100 thousand images from 

100 thousand videos and labels the target objects in the images. This dataset contains data collected using 

a real driving platform under different weather conditions, scenes, and periods. Therefore, the BDD100K 

dataset has better data diversity than other datasets used in autonomous driving research. 

There are approximately 1.84 million calibration boxes in the BDD100K dataset, of which the labels 

of the ground-truth calibration box have ten categories. In addition, the label file of BDD100K contains 

two parts: labels_images_train and labels_images_val, both of which use the JSON format. 

 

3.2 Style Dataset Construction 

There are currently no datasets for vehicle detection at night. Therefore, a fast style transfer model was 

used to generate the style dataset. The fast-style transfer model is composed of the cycleGAN model. 
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CycleGAN comprises two symmetrical mirror GANs forming a ring network, making its transformations 

cyclically consistent. Mathematically, if there are converters, ���:� → � and ���:� → �,  ��� and ���  

should be reversed. The overall structure of the cycleGAN model is illustrated in Fig. 2. 

CycleGAN aims to train the mapping function between two domains, namely, � and �. The model 

included two generators, ���:� → � and ���:� → �, and two adversarial discriminators, �� and ��. �� 

is used to distinguish between the image ��� and transferred image sets ����	
��. Similarly, �� is used 

to distinguish between the image �
� and transferred image sets ����	���. 

 

 
 

Fig. 2. Overall structure of the cycleGAN model. 

 

There are three types of cycleGAN objective functions: adversarial loss, which is used to match the 

score of the generated image to the target domain; cycle consistency loss, which is used to prevent training 

��� and ��� contradiction; and identity loss, which is used to save the color of the input image. The loss 

function is calculated as follows: 

 

�	��� ,���,��,��� = ����	��� ,�� ,�,�� + ����	���,��,�,��

      +
����	��� ,���� + 
 × 
′��	
	��� ,����, 
(1) 

 

where 
 and 
′ represent the importance of the cycle consistency and identity loss terms in the completed 

loss function, respectively. ����, ����, and ��	
 represent the adversarial, cycle consistency, and identity 

loss functions, respectively. 

Although the standard BDD100K dataset contains a large amount of vehicle information, vehicle 

information in the dark is lacking. Therefore, a style transfer model is constructed using the cycleGAN 

model. All the daytime data styles are transferred into the nighttime to obtain the nighttime dataset used 

to build a style dataset that meets nighttime conditions. 

 

3.3 Dataset Division 

The BDD100K dataset adopts JSON format; thus, “timeofday” in JSON is used to extract night pictures 

and daytime data from 700 million data points. The Python script split_day_and_night.py was used to 

divide the dataset. Part of the code is presented in Algorithm 1. 
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Algorithm 1. Partial code of dataset division 

{ 

“name”: “0000f77c-6257be58”, 

“frames”: [ 

{ 

“timestamp”: 10000, 

“objects”: [ 

} 

], 

“attributes”: { 

“weather”: “clear”, 

“scene”: “city street”, 

“timeofday”: “daytime” 

} 

} 

 

3.4 Vehicle Recognition based on Style Transfer Image Enhancement 

Because the features of vehicles at night are complex and difficult to observe, vehicle detection at night 

is currently difficult for driverless cars. The proposed method uses the YOLOv5s network model to 

process nighttime datasets and accurately identify vehicle images. 

The YOLOv5 algorithm integrates the advantages of many deep-learning target detection frameworks. 

It has four versions with different volumes according to the depth and width of the network structure: 

YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x. The minimum volume YOLOv5s algorithm was 

selected for vehicle recognition. The network structure of YOLOv5s is shown in Fig. 3. 

 

 
Fig. 3. Structure of the YOLOv5s network. 
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1) Input: YOLOv5s performs operations, splices the original data, enhances data into a convolutional 

neural network (CNN) for learning, and adopts an adaptive anchor frame calculation to obtain the 

appropriate anchor frame. Simultaneously, adaptive image scaling was used to reduce the 

calculations of the model and improve the detection of small targets. 

2) Backbone: The backbone mainly includes the focus structure, cross stage partial (CSP) structure, 

and spatial pyramid pooling (SPP) module. The function of the focus module is to slice the image 

and then convolute it to obtain downsampled feature maps, which do not lose information. The 

YOLOv5s network model comprises two new CSP structures. The backbone network adopts the 

CSP1_1 and CSP1_3 structures, and the neck adopts the CSP2_1 structure. The CSP structure 

reduces computing bottlenecks and memory consumption. The SPP module mimics a pyramid. It 

enhances the expression ability of feature maps, which is beneficial for YOLOv5s to realize 

complex multitarget detection and improves detection accuracy. 

3) Neck: Based on the feature pyramid network (FPN) structure and referring to the path aggregation 

network (PANet), a multiscale feature fusion network of the FPN+PAN structure is realized. After 

multiple downsamplings of the image to be detected using the backbone, FPN+PAN combine the 

target feature information at different scales. 

4) Output: This output includes the bounding box loss function and non-maximum suppression 

(NMS). GIOU_LOSS, used in YOLOv5s, is the bounding box loss function. The NMS algorithm 

removes the prediction results whose GIOU_LOSS contribution is not the largest, and the 

prediction results with the largest probability are output to generate a bounding box and predict 

its category. 

 

 

4. Experiments and Analysis 

The experimental environment was based on Windows 10 Professional edition, and the program was 

written in Python. The network model was built using the deep-learning framework PyTorch 1.9.1+ 

cu111. The hardware environment was an NVIDIA GeForce RTX 3060 12G. 

 

4.1 Evaluation Index 

This study evaluated the proposed method using three indices: precision, recall, and mean average 

precision (mAP). The larger the values of these indices, the better is the target detection. The indices 

were calculated as follows: 

 

Precision =
��

�� + ��
 (2) 

Recall =
��

�� + ��
 (3) 

mAP =
∑ ���

�
��


�
 

(4) 

 

where ��� is the area below the precision and recall curves and � is the AP category. 



Jianing Shen and Rong Li 

 

J Inf Process Syst, Vol.19, No.5, pp.663~672, October 2023 | 669 

4.2 Style Transfer Effect Comparison 

We selected approximately 1,000 daytime and 1,000 nighttime data to train the style transfer. 

According to nighttime data train A and daytime data train B under path pytorch-CycleGAN- and 

pix2pix-master\datasets\day_night, the style transfer model was used to transfer all daytime data styles 

into the nighttime style to obtain the nighttime training set. The effect of the style transfer is illustrated 

in Fig. 4. 

 

(a) 

(b)

Fig. 4. Results of style transfer: (a) original daytime map and (b) transfer to a nighttime map. 

 

As shown in Fig. 4, the cycleGAN-style transfer model can effectively transfer daytime data to 

nighttime data without changing other elements, such as vehicle and road information. Simultaneously, 

the image obtained at night has a good definition, providing a high-quality dataset for vehicle detection 

at night. 

 

4.3 Comparison of Target Detection Results 

To demonstrate the detection performance of the proposed method, it was compared with the YOLOv5 

network model. The two methods were used to detect vehicle information in the BDD100K dataset 

simultaneously, and their performances were compared according to the calculation and analysis of the 

evaluation index. 

 

4.3.1 Qualitative comparison 

The detection results of the YOLOv5 network model and proposed method for the BDD100K dataset 

are shown in Fig. 5. 

In Fig. 5, the YOLOv5 network model exhibits a missed detection rate. For example, vehicles are not 

detected in the first picture; however, the proposed method can detect all the vehicles in the dark. This is 

because the proposed method uses cycleGAN for image enhancement, which makes it convenient for the 

YOLOv5 network to obtain a better target image, demonstrating that the proposed method could detect 

vehicle information more comprehensively. 
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(a) 

(b)

Fig. 5. Target detection results of different methods: (a) YOLOv5 and (b) proposed method. 

 

4.3.2 Quantitative comparison 

A quantitative analysis of the detection results obtained from the YOLOv5s network, and the proposed 

method is shown in Fig. 6. 

 

  
(a) (b) 

  
(c) (d) 

Fig. 6. Quantitative comparison of vehicle detection results: (a) mAP, (b) recall, (c) precision, and (d) P-R 

curve. 
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In Fig. 6, with an increase in the intersection over union (IOU), the mAP, recall, and precision all 

decline. However, for the same IOU, the values of the mAP, recall, and precision of the proposed method 

were higher, indicating better detection results. Compared to the YOLOv5s network model, the P-R curve 

area of the proposed method was larger. This is because the proposed method integrates the cycleGAN 

network into the YOLOv5s target detection network for image enhancement for a better detection effect. 

Simultaneously, the indices of the detection results of the two detection methods are shown in Table 1, 

where mAP@.5:.95 is the average of mAP@.5–mAP@.95. 

 

Table 1. Indices of test results 

 YOLOv5s Proposed method 

Precision 0.653 0.696 

Recall 0.286 0.292 

mAP@.5 0.723 0.761 

mAP@.5:.95 0.408 0.454 

 

Table 1 compares the proposed method with the YOLOv5s network, and the proposed model had a 

precision, recall, mAP@.5, and mAP@.5:.95 of 0.696, 0.292, 0.761, and 0.454, respectively. The 

proposed method can achieve better vehicle detection at night using style transfer image enhancement, 

which provides a certain theoretical basis for developing driverless technology. 

 

 

5. Conclusion 

A night vehicle detection method based on style transfer image enhancement was proposed. A style 

dataset was obtained and divided based on the cycleGAN network. The style dataset was used to train 

and test the YOLOv5s network to obtain reliable nighttime vehicle image detection. The experimental 

results based on the BDD100K dataset showed that the transferred nighttime vehicle images were clear, 

and the vehicle information detected by the proposed method was comprehensive and accurate. 

Therefore, the detection effect was ideal. However, the YOLOv5s network has some limitations, such as 

the inaccurate detection of small targets. Therefore, future research must optimize the YOLOv5s network 

to improve its learning ability in complex environments and for small targets. 
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