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Abstract 

Trajectory planning is a key technology for unmanned aerial vehicles (UAVs) to achieve complex flight 

missions. In this paper, a terminal constraints conversion-based Gauss pseudospectral trajectory planning 

optimization method is proposed. Firstly, the UAV trajectory planning mathematical model is established with 

considering the boundary conditions and dynamic constraints of UAV. Then, a terminal constraint handling 

strategy is presented to tackle terminal constraints by introducing new penalty parameters so as to improve the 

performance index. Combined with Gauss-Legendre collocation discretization, the improved Gauss 

pseudospectral method is given in detail. Finally, simulation tests are carried out on a four-quadrotor UAV 

model with different terminal constraints to verify the performance of the proposed method. Test studies 

indicate that the proposed method performances well in handling complex terminal constraints and the 

improvements are efficient to obtain better performance indexes when compared with the traditional Gauss 

pseudospectral method. 
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1. Introduction 

In recent years, unmanned aerial vehicle (UAV) has been favored by many researchers [1]. Due to its 

excellent characteristics of strong mobility, rapid takeoff and landing etc., quadrotor UAV has been 

widely applied in both commercial and military areas [2,3], for instance, monitoring and inspection, 

power inspection, traffic monitoring, post-disaster rescue, express delivery logistics [4], etc. Therefore, 

it is of great significance to study the trajectory planning methods for four-quadrotor UAVs to achieve 

the above goals. 

With the development of computer science [5-7], optimization methods have been widely used for 

UAV trajectory planning. Based on the previous classification, these optimization methods can be divided 

into three categories: indirect approaches [8], direct methods [9], and intelligent algorithms [10]. By 

analyzing the references, it can be concluded that the characteristic of indirect methods is solving the 

optimal control problem by using the transformed two-point boundary value problem (TBVP) [11]. 

However, the direct methods solve the optimal control problem mainly through the nonlinear pro-
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gramming (NLP) problem obtained by using discrete strategies [12]. Different with the above two 

categories, intelligent algorithms employ the intelligent ways to optimize the discretization problems. As 

one of the most efficient numerical dynamic optimization approaches, pseudospectral algorithm has the 

advantages in terms of convergence domain and convergence speed when compared with other traditional 

direct methods [13]. Therefore, pseudospectral method becomes popular in UAV optimal control 

applications [14,15]. However, most of the flight path planning methods regard the quadrotor UAV as a 

mass point, without considering the flight time and the motion model of the UAV itself [2]. Meanwhile, 

high precision trajectory optimization methods are still needed for complex flight missions. In this paper, 

an improved Gauss pseudospectral method (GPM) is proposed to obtain high-precision trajectory plan-

ning for UAVs with big difference terminal position constraints. Firstly, a terminal constraints conversion 

strategy is presented to transform the state variables into the performance index. Then, an optimization 

frame based on GPM is further given with the use of the transform strategy. Correspondingly, the 

implementation steps of the proposed method are introduced in detail. Simulation tests are carried out on 

a four-quadrotor UAV model with comprehensively considering the boundary and variable constraints. 

Furthermore, the traditional GPM is also employed for comparison. 

This paper is organized as follows: Section 2 discusses the UAV trajectory planning model; Section 3 

introduces the improved Gauss pseudospectral optimization method, including Gauss-Legendre colloca-

tion discretization, terminal constraints conversion-based Gauss pseudospectral optimization strategy and 

algorithm implementation. Section 4 gives the parameters of simulation model and carries out the cases 

tests; Section 5 summarizes the work of this paper. 

 

 

2. UAV Trajectory Planning Model 

In this paper, the four-quadrotor UAV is studied, and two coordinate systems are employed to establish 

the model of this process. Fig. 1 shows the structure diagram of quadrotor UAV. Meanwhile, two 

coordinate systems are employed to establish the trajectory planning model. 

 

 
Fig. 1. Structure diagram of the four-quadrotor UAV. 

 

(1) Body coordinate system: the origin of coordinates coincides with the centroid of the quadrotor 

UAV, which is used to determine the flight attitude of the drone in the air. 
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(2) Inertial coordinate system: the origin of coordinates coincides with the take point of aircraft on the 

ground, which is used to determine the space position of the aircraft. 

Based on above coordinate systems definition, it can be found that the motion of a four-rotor UAV 

includes linear motion along three axes and rigid motion around three axes. Therefore, 12 state variables 

are defined as: position (x, y, z)T, speed (vx, vy, vz)T, attitude (ϕ, θ, ψ)T and angular velocity (p, q, r)T. 

Meanwhile, the UAV is assumed as a rigid body with uniform symmetry in mass and shape. Furthermore, 

in order to facilitate the design of a trajectory and control system, it is assumed that the quadrotor UAV 

hovers or flies with a low speed. Specially, the near-ground effect caused by rotor airflow is ignored. 

Under the assumptions of small angle, the angular velocity is approximately expressed as: 

 � = [� � �]� = [�� �� 	� ]�, (1) 
 

where ϕ, θ, and ψ represent the unmanned aerial vehicle attitude angles. Finally, the nonlinear dynamic 

process of the four-rotor UAV is briefly stated as follows: 

 

������, ����, �� =

⎩⎪
⎪⎨
⎪⎪
⎧�� = 
�, �� = 
�, �� = 
�
�� = [��(��� � ��� � ��� � + ��� � ����)]/�
�� = [��(��� � ��� � ��� � − ��� � ��� �)]/�
�� = [�� ��� � ��� � − ��]/��� = �, �� = �, �� = ��� = [��� + ��(�� − ��)]/��, �� = [��� + ��(�� − ��)]/���� = [�	 + ��(�� − ��)]/��

, (2) 

 

where Ix, Iy, and Iz represent the inertia forces of four-rotor UAV corresponding to the three axes, l 

represents the action point of lift, M is the mass of UAV, 
 denotes the control input and g is the 

gravitational acceleration. Meanwhile, the four control inputs are obtained by using the follow equation: 

 


(�) = �
�
�
�
	


 = � �� �� �� ��
0 −�� 0 ��

−�� 0 �� 0�� −�� �� −��


 ⎣⎢⎢
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���
���
��	
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⎥⎤
 , (3) 

 

where k1 represents the lift coefficient and k2 represents the torque coefficient. 

Generally, the trajectory optimization objective of a UAV is to maximize or minimize a specific 

performance index under initial and limitation constraints. In this work, the trajectory planning 

optimization model mainly considers path and terminal position constraints. Therefore, the UAV 

trajectory planning problem is defined as follows. 

 

���

(�)

 = !�(�(�
|�(�))) + " #�(�(�|�(�)), �(�))
��

��

$�
s.t.   Dynamic process: Eq. (2),  Initial conditions: x(0) = x� 

      Path constraints: g(x(�), U(�), �) ≥ 0

      Terminal position constraints: x(�
) = ��� 

(4) 

 

where � is the performance index, g(x(t), U(t), t) is the inequality path constraints, x� and ���  are the 

initial and terminal conditions, respectively. 
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3. Improved Gauss Pseudospectral Optimization Method 

It is obvious that problem (4) is an optimal control problem. Generally, GPM has been widely used to 

solve this kind of problems in recent years [9,16-18]. According to previous references [19-21], it can be 

concluded that the Gaussian pseudospectral algorithm converges faster and has a larger convergence 

domain when compared with control variable parameterization (CVP) method [22] and iterative dynamic 

programming (IDP) method [23]. Thus, GPM can be a candidate strategy for solving problem (4). 

However, terminal constraints with big magnitude differences will influence the optimization precision 

of GPM. To tackle this issue, an improved GPM is proposed in this paper and is stated below. 

 

3.1 Gauss-Legendre Collocation Discretization 

Firstly, introduce a new intermediate variable into problem (4) and then use the following transformation 

formula for time scale transformation: 

 � =
�����

�
� +

�����

�
. (5) 

 

Thus, the time interval of the trajectory optimization problem is [T0, Tf]=[-1, 1]. Then, problem (4) is 

converted into the following standard Bolza problem: 
 

Min

���

   = !�%��-1�, ��, ��1�, �
& +
�
 − ��

2
" #�%��'�, ��'�, ', ��, �
&$'�

��

 

        
$�
dT

=
�
 − ��

2
�%��'�, ��'�, ', ��, �
& 

        (%��−1�, ��, ��1�, �
& = 0

        ����'�, ��'�, '� ≥ 0, ' ∈ )−11* 
(6) 

 

Next, Lagrange interpolation is used to discretize the state variables. Suppose the function values {(T1, 

y1), (T2, y2), ..., (TN+1, yN+1)} are known and N-degree polynomials are then used for interpolation as 

follows: 

 ���� ≈ ���� = ∑ ��������
��� ��, (7) 

 

where the interpolation polynomial ����� is: 

 ����� = ∏ ����

�����

���
���,��� . (8) 

 

Based on Eq. (8), the following property can be obtained: 

 ����� = !�� = "1, # = $
0, # ≠ $. (9) 

 

Furthermore, it is necessary to obtain the value of yi by selecting appropriate discrete points. By 

replacing the nodes in the new time interval using the zeros of the Legendre polynomial defined below, 

discrete points can be determined. 

 %������ = (� − &�)%���� − '��%������,( = 0,1, . . .%���� = 1, %����� = 0 
(10) 
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Based on the discussion of Liu et al. [24], Eq. (10) can be solved by using the following Theorem 1. 

Meanwhile, the obtained discrete points are named as LG collocation points in this paper. 

 

Theorem 1. Suppose the Legendre polynomial is known as follows: 

 %����)� = () − &�)%��)� − '��%����)�, ( = 0,1, . . .%��)� = 1, %���)� = 0 
(11) 

 

The eigenvalues of the following matrix R are the roots of Eq. (11). 

 

* =

⎝
⎜⎛
&�'� '�&� '�

⋱ &���'��� '���&���⎠
⎟⎞. (12) 

 

Remark 1. It should be noted that Theorem 1 has been proved by Liu et al. [24], the proof is thus 

omitted in this work. By solving Eq. (12), the roots can be obtained, and the collocation points are then 

calculated by using these roots [24]. 

 

3.2 Terminal Constraints Conversion-based Gauss Pseudospectral Optimization 

By using the obtained LG collocation points, the control and state variables can be simultaneously 

approximated by Legendre polynomials. Assuming that the discretization points are N+1 LG nodes, then 

the Lagrange interpolation approximation is employed to discretize both the control and state variables. 

Correspondingly, the following expression is obtained: 

 ���� ≈ 1��� = ∑ ��������
��� 1���� = ∑ ��������

��� 1� , (13) 
��� ≈ ∑ ��������
��� 
���� = ∑ ��������

��� 
� , (14) 

 

where Xi and Ui are the values of state vector and control vector at LG collocation point Ti. 

Therefore, based on Eq. (13), the derivative of x at LG discretization points can be easily obtained by 

the following equation: 

 ����� ≈ 1� ��� = ∑ �� �������
��� 1� . (15) 

 

In this work, Li(T) at LG collocation point is defined as follows and calculated by using the following 

formula, 

 ��(��) ≈ 1�(��) = ∑ �� �(��)���
��� 1� = ∑ 2�,�

���
��� 1�, (16) 

2�,� = �� ����� = 3 �� ����

�� �����������
, � ≠ #

�� ����

��� ����
, � = # , (17) 

'(4�) = ∏ (4� − 4�)���
�=1 . (18) 

 

Thus, the following formula is a substitute of Eq. (2): 
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∑ 2�,�1� =
�����

�
5�1� , 
� , ��; ��, �
 ���

��� , � = 1,2, . . . , 6 + 1. (19) 

 

On this basis, the integral term can be obtained through the following formula: 

 7 �������, 
���, �, ��, �
 �

��
8� ≈ ∑ 9���������,
����,�� , ��, �
 �

��� , (20) 

 

where 9� is the integral weight and can be obtained based on the study by Liu et al. [24]. By using the 

above discretization strategy, problem (6) then is transformed into an NLP problem stated below. 

 

Min
��,
�

� = :��1�, ��, 1
 , �
 +
�
 − ��

2
;9����1� , 
� , �� , ��, �
 ���

���

s.t.   ; 2�,�1� =
�
 − ��

2
5�1� , 
� , ��; ��, �
 ���

���

, � = 1,2, … ,6 + 1 

        <�1�, ��, 1
 , �
 = 0 

        =�1� , 
� ,�� ≥ 0 1
 − 1� − ∑ 1� ∑ 9�2�,� = 0�
���

���
��� . 

(21) 

 

It can be found that constraints in problem (6) are discretized simultaneously and are transformed into 

distributed constraints at LG points. Especially, the terminal constraints are also tackled as equality 

constraints in NLP problem. However, Zhang et al. [25] pointed out that when the terminal values of 

constraints are very big, the terminal constraints will not be absolutely satisfied. To tackle this issue, this 

work proposes a terminal constraints conversion-based strategy. The improvement idea of this strategy 

is to convert the state variables with big order of magnitude differences into the performance index to 

make the optimization results more accurate. 

Firstly, denoting penalty parameters >�, j=1,…, M to record the difference values of state variables. In 

this paper, penalty parameters represent the order of magnitude between the final values of different state 

variables and are defined as: 

 >� = ��,��/��,�� ,    # ≠ $, ��,�� ≠ 0. (22) 

 

where ��,�� denotes the final value of the i-th state variable, and ��,��<��,��. 

To obtain accurate performance index, >� is chosen by the order of magnitude when the final values of 

two state variables differ greatly. The handling rules of the proposed strategy are stated as follows. 

Case 1: if >�≥0.1, it means that the difference between the terminal constraints is not big enough, terminal 

constraints do not need to be tackled. Thus, problem (21) is employed to obtain the optimization 

results.  

Case 2: if 0<>� <0.1, it means that the difference between terminal constraints passes the threshold, 

terminal constraints should be tackled. In this work, the terminal constraint of ��,�� is expanded 

into the objective function by using the penalty parameter >�. Based on this strategy, problem (21) 

is transformed into the following optimization problem: 
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���
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(23) 

 

where 1�,��
 and 1�,�� denote the terminal values of terminal constraints. By using the proposed strategy, 

it can be seen that the terminal constraints in problem (23) are decreased. 

 

3.3 Implementation Steps 

Based on above specific descriptions, the detailed implementation steps of the proposed improved 

GPM are given. Meanwhile, Fig. 2 shows the flow chart of this method. Specifically, the main steps of 

the proposed algorithm are stated below. 

Step 1: Establish a dynamic model of the quadrotor UAV and obtain the optimization problem (4). 

Step 2: Use time transformation to transform optimization problem (4) into Bolza optimization problem 

(6). 

Step 3: Employ Gauss-Legendre collocation discretization method to calculate the LG collocation points. 

Then, combine the obtained LG collocation points with Legendre polynomials to convert state 

equations into equality discrete equations. 

Step 4: Discretize control variables and state variables, transform Bolza optimization problem (6) into 

NLP problem (21). 

Step 5: Terminal constraints conversion check. If 0<>�<0.1, introduce penalty parameter >� to obtain 

problem (23), otherwise, reserve problem (21) and go to Step 6. 

Step 6: Use gradient-based NLP solver to solve the transformed NLP problem. 

Step 7: Output the obtained optimization results. 

 

 
Fig. 2. Flow chart of the improved Gauss pseudospectral method. 

j

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4. Simulation Tests 

The simulation tests are carried out on a quadrotor UAV model to verify the effectiveness of the 

algorithm. In addition, the traditional Gaussian pseudospectral method is also employed for comparison. 

All simulation tests are implemented in the MATLAB software by using a personal computer with Intel 

CORE i5/1.7 GHz CPU processor and DDR3L/1600 MHz 8 GB memory. 

 

4.1 Parameters of Four-Quadrotor UAV 

In this test, the performance index of UVA trajectory optimization is to minimize the running time. 

The corresponding parameters of the UAV model are given in Table 1. Meanwhile, the position, speed, 

attitude, and angular velocity constraints are shown in Table 2. The initial and terminal conditions are 

given in Table 3. Furthermore, the optimization parameters of the two methods are set the same. 

 

Table 1. Parameters of four-quadrotor UAV 

Item Value 

M 0.99 kg 

l 0.23 m 

g 9.8 m/s2 

Ix 0.01 kg/m2 

Iy 0.011 kg/m2 

Iz 0.0206 kg/m2 

k1 5.510-6 N/(rad2/s2) 

k2 3.6510-7 Nm /(rad2/s2) 

 

Table 2. Constraints of four-quadrotor UAV 

Item Constraints 

Position |�| ≤ 120 m 

 |�| ≤ 120 m 

 |�| ≤ 120 m 

Attitude |�| ≤ �/2 

 |�| ≤ �/2 

 |�| ≤ �/2 

Speed |	�| ≤ 10 m/s 

 |	�| ≤ 10 m/s 

 |	�| ≤ 10 m/s 

Angular velocity |
| ≤ 1.7 rad/s 

 |�| ≤ 1.7 rad/s 

 |�| ≤ 1.7 rad/s 

 

Table 3. Parameters of initial and terminal conditions 

Item Position (m) 
 (rad) � (rad) � (rad) � (m/s) 

Initial conditions (0,0,0) 0 0 0 0 

Terminal condition I (2,100,100) free free free 0 

Terminal condition II (2,300,300) free free free 0 
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4.2 Cases Test 

4.2.1 Terminal condition I test 

In this test, 30 LG collocation points are chosen and the terminal position condition I (2,100,100) is 

employed. Table 4 shows the simulation results of the proposed procedure and the traditional GPM 

method. It can be found that the performance index of the proposed method is 13.4264 seconds, which is 

0.16 seconds smaller than that of traditional GPM, revealing that the improvement strategy is efficient. 

The optimization position curves of the two methods are shown in Fig. 3. Both methods satisfy the 

terminal conditions, while the running time of the proposed method is smaller. Fig. 4 reveals the 

corresponding speed curves of the two methods. It is obvious that the speed curves of two methods are 

different. Correspondingly, Fig. 5 gives the trajectory curve comparison of the two methods. The 

proposed method has better flight trajectory. 

 

Table 4. Performance indexes of the two methods for terminal condition I test 

Method LG points NLP solver min J (s) 

Traditional GPM 30 FMINCON (Interior-point method) 13.5908 

Proposed 30 FMINCON (Interior-point method) 13.4264 

 

 
(a) (b) 

Fig. 3. Position curves of (a) the traditional GPM and (b) the proposed methods (Terminal condition I 

test). 

 

  
(a) (b) 

Fig. 4. Speed curves of (a) the traditional GPM and (b) the proposed methods (Terminal condition I test). 
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Fig. 5. Trajectory curve comparison of the two methods (Terminal condition I test). 

 

4.2.2 Terminal condition II test 

To further verify the performance of the proposed method, terminal condition II test is carried out. 

During the test, terminal position condition II (2,300,300) is used. Similarly, the traditional GPM is 

employed to make comparisons. Table 5 presents the performance indexes of the two methods. Test 

results show that the performance indexes are 36.9176 and 36.4276 seconds, respectively. It can be found 

that the proposed method still obtains a better result than that of GPM, further showing that the 

improvement is excellent. The obtained optimization position curves of the two methods are revealed in 

Fig. 6. The two methods satisfy the terminal conditions well. Compared with Terminal condition I test, 

it can be also noted that when the terminal position changes bigger, more flight time is needed. Figs. 7 

and 8 show the corresponding speed curves and trajectory curves of the two methods, respectively. 

Simulation results reveal the potential application of the proposed method for UAVs with complex flight 

missions. 

 

Table 5. Performance indexes of the two methods for terminal condition II test 

Method LG points NLP solver min J (s) 

Traditional GPM 30 FMINCON (Interior-point method) 36.9176 

Proposed 30 FMINCON (Interior-point method) 36.4276 

 

 

  
(a) (b) 

Fig. 6. Position curves of (a) the traditional GPM and (b) the proposed methods (Terminal condition II 

test). 
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(a) (b) 

Fig. 7. Speed curves of (a) the traditional GPM and (b) the proposed methods (Terminal condition II test). 

 

 
Fig. 8. Trajectory curve comparison of the two methods (Terminal condition II test). 

 

 

5. Conclusion 

In this paper, an improved trajectory planning optimization method is proposed for quadrotor UAVs. 

The complex boundary conditions and dynamic constraints are taken into consideration simultaneously. 

Under the frame of numerical optimization approach, a terminal constraints-handling strategy combined 

with Gauss pseudospectral optimization is proposed for tacking terminal constraints with big differences. 

Simulation tests show that the proposed method performances well in handling UAV trajectory planning 

problems with complex terminal constraints. Meanwhile, compared with the traditional GPM, the 

superiority of the improved method is verified. Test results show that better performance indexes can be 

obtained by the proposed method, revealing the potential application value of improvement for UAV 

trajectory planning. Extensions of the proposed method are to develop energy recovery velocity planning 

methods for four-quadrotor UAVs with complex path constraints. 
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