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Abstract 

In the positioning algorithm of two-dimensional planar sensor array, the estimation error of time difference-of-

arrival (TDOA) algorithm is difficult to avoid. Thus, how to achieve accurate positioning is a key problem of 

the positioning technology based on planar array. In this paper, a method of sensor reliability discrimination is 

proposed, which is the foundation for selecting positioning sensors with small error and excellent performance, 

simplifying algorithm, and improving positioning accuracy. Then, a positioning model is established. The 

estimation characteristics of the least square method are fully utilized to calculate and fuse the positioning 

results, and the non-uniform weighting method is used to correct the weighting factors. It effectively handles 

the decreased positioning accuracy due to measurement errors, and ensures that the algorithm performance is 

improved significantly. Finally, the characteristics of the improved algorithm are compared with those of other 

algorithms. The experiment data demonstrate that the algorithm is better than the standard least square method 

and can improve the positioning accuracy effectively, which is suitable for vibration detection with large noise 

interference. 
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1. Introduction 

Sensor vibration source positioning is widely used in both industrial and military fields. Due to the 

impact of natural environment and system noise, it is more appropriate to use planar array to locate the 

target in two-dimensional space, similar to passive positioning in inaccessible border monitoring [1]. At 

present, there are numerous researches on the target positioning technology of regular planar array (such 

as semi-cross array and cross array), but few on the non-uniform weighted positioning technology of 

arbitrary planar array [2]. Multi-station time difference-of-arrival (TDOA) has always been a hot topic in 

passive positioning research. At present, multi-sensor passive cooperative positioning algorithms [3] 

mainly include least squares algorithm, overall least squares algorithm, and other algorithms. But the 

above method is mostly applied in the multi-sensor measurement accuracy under the condition of the 

same or close. However, in the multi-sensor fusion [4], the effect of environmental variability and internal 

noise of the system, the sensor measurement value may be failure. If the general positioning algorithm is 

used, resulting from the fusion of target location accuracy will be a sharp drop in. In addition, the least 
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squares method and weighted least squares method realize the target positioning based on the further 

transformation of the mathematical model of the signal arrival angle, It is inevitable that many errors will 

be brought in the process of formula transformation which will inevitably introduce many errors in the 

transformation process of the formula, and resulting in the reduction of the positioning accuracy of the 

least squares positioning and weighted least squares positioning. In [5], the double least square method 

is used to solve the positioning equations in a non-iterative closed form. This method has good estimation 

performance in the case of slight measurement error of TDOA. However, with the increase of measurement 

error, the performance of the algorithm will drop rapidly, which will affect the positioning accuracy [6]. 

In multi-sensor fusion, it is of great significance to reduce the influence of measurement error on target 

positioning accuracy, which is the premise of improving positioning accuracy. 

Directly using TDOA algorithm to solve a set of hyperbolic equations established by each sensor to 

solve the target coordinate value, which can lead to low positioning accuracy. The uncertainty of 

measurement can be eliminated by the least square method, and the real-time measurement results are 

more reliable. However, the estimation accuracy of the least square method is not very high, because all 

sensors are selected regardless of advantages and disadvantages before using the least square method, 

and the measured values are used for average operation indiscriminately [7]. Solving a set of hyperbolic 

equations established by each sensor with the TDOA algorithm to obtain of judging sensor reliability is 

proposed to reduce the detection error, and then the least square method weighting is improved to ensure 

the improvement of positioning accuracy the target coordinates will lead to a low positioning accuracy. 

For the finite number of measurements, the arithmetic average method is usually used. Though this 

method improves the measurement results to some extent, it cannot satisfy the requirements of high-

precision positioning [8]. The measurement uncertainty can be eliminated by the least square method [9], 

and the real-time measurement results are more reliable. However, the estimation accuracy of the least 

square method is not very high, because the sensors are selected without discrimination before the method 

is used, and the measured values are used indiscriminately for average calculation [10]. 

In this paper, an improved non-uniform weighting algorithm based on node-surface array is proposed. 

Firstly, a method to judge sensor reliability is proposed to reduce the detection error. Then, the planar 

sensor array of arbitrary shape is divided into several sub-planar arrays, and according to the sensor 

reliability, the sensor with high reliability is selected as the participating positioning sensor. Finally, the 

optimal weighting coefficient is calculated for the positioning results of each node, and then the 

positioning results of each sub-plane array are fused by data fusion technology. This method reduces the 

error of data processing caused by the average weighted and gives full play to the advantage of least 

square method. 

The contributions of this paper are summarized as follows: 

(1) A sensor reliability discrimination method based on signal characteristic parameters is proposed. 

By comparing the deviation of the characteristic parameters of each signal from the center value, 

the reliability of the sensor is identified. This method lays a foundation for the subsequent selection 

of the positioning sensor with small error and excellent performance, the algorithm is simplified 

and the positioning accuracy is improved. 

(2) An optimal weighting coefficient calculation method based on sensor reliability is proposed. For 

sensors with different reliability, the method of Lagrange extremum is used to construct auxiliary 

functions and obtain the optimal weighting coefficients. This method improves the method of 
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directly calculating the mean value by using the measured data regardless of advantages and 

disadvantages. 

(3) A non-uniform weighted positioning algorithm based on sensor reliability is proposed. For 

multiple sensors, select some of these sub-sets, establish the positioning model, and construct the 

hyperbolic equation for each subset to solve the target location. We fully use the estimation 

characteristics of the least squares method to calculate the positioning results, and the weighted 

factors are corrected by the optimal weighted coefficient. The problem of the accuracy of the 

positioning accuracy is solved effectively, and the performance of the algorithm is greatly 

improved. 

 

 

2. Related Work 

The positioning algorithm is generally studied based on iterative and analytical methods. Iterative 

positioning solutions include maximum likelihood estimation method [10], quadratic constraint method 

[11], single station TDOA positioning algorithm based on constrained population least squares [12], and 

constrained weighted least squares (CWLS) [13]. The iterative positioning method cannot converge to 

the global optimal solution if the initial value selection is not ideal, and the complexity of the algorithm 

is high because of several iterations. However, analytical methods need no iteration and have low 

computational complexity. The famous two-stage weighted least squares (TSWLS) [14] is one of the 

representatives of this method. However, although the computational complexity of this method is low 

when the noise of the TDOA algorithm is high, the positioning deviation is large. The positioning 

accuracy will deviate from the Cramer-Rao lower bound (CRLB). Taken together, the two kinds of 

methods of their respective defects. How to be in a higher noise environment, and under the premise of 

without increasing the complexity of algorithm, the positioning accuracy can still close to CRLB is a 

problem that is urgently needed. In [15], for the problem put forward a non-source positioning method 

based on positioning error correction is proposed. Its positioning accuracy is improved without increasing 

the complexity of the algorithm. But when the noise increases, the positioning accuracy deviates from 

CRLB. In [16], a TDOA/FDOA sequence quadratic program (SQP) positioning algorithm is proposed. 

This algorithm can achieve CRLB when the noise is high, but it needs to be iterated several times due to 

the introduction of SQP method, and the algorithm complexity is high. In [17], an improved time 

difference and frequency difference joint location algorithm of CWLS is proposed. This algorithm 

improves the positioning accuracy in low noise environment, and the algorithm does not need iteration. 

However, its positioning accuracy still cannot achieve CRLB in high noise condition. 

In [18], uses multi-node direction finding information based on the least square method for target 

positioning, but it is only applicable to two-dimensional targets. In [19], Taylor series expansion is used 

to transform the nonlinear system into a linear system, and the measurement errors of each platform are 

introduced into the estimation equation as weights, then the least square method is used for positioning. 

Its disadvantage is that the high-order characteristics in the nonlinear observation equation are ignored, 

so the positioning accuracy is not high. From the perspective of nonlinear estimation, Fu et al. [20] 

proposed the least squares estimation algorithm based on Newton iteration, which retained the 

observation error of the second order or even higher order, improved positioning accuracy and the 
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stability of the positioning results, but only gave the results in the two-dimensional plane. Jin et al. [21] 

deduced the least squares target positioning method based on Angle information in 3D space, and tried 

to integrate TDOA and DOA modal information to improve positioning performance. However, the 

tangent value of pitch Angle needs to be calculated in the least squares solution, and due to the highly 

nonlinear tangent function around 90°, small Angle estimation error leads to large tangent value error. It 

will eventually lead to the rapid degradation of positioning performance when some nodes are located at 

the same or close depth to the target. 

Although these methods differ in performance and computational complexity, they have a common 

feature—they all aim to reduce noise interference and improve accuracy in measured data. The non-

uniform weighted positioning algorithm based on least square method is studied for arbitrary planar 

sensor array, and a set of hyperbolic equation established by each sensor is solved by TDOA algorithm 

to solve the target coordinate value. Since TDOA estimation error is difficult to avoid, how to achieve 

accurate positioning is the core problem of planar array positioning technology. In this paper, an 

algorithm combining sensor reliability with non-uniform weighted least square method is introduced. 

The method of judging sensor reliability is proposed to reduce the detection error, then through the non-

uniform weighting method. the weighting factor is corrected to reduce the data processing error caused 

by the average weighting for positioning orientation. The algorithm gives full play to the advantages of 

the least square method to effectively ensure the improvement of positioning accuracy. 

 

 

3. Sensor Reliability 

Characteristic parameter analysis of the received signal is one of the key technologies of signal 

processing [22]. In the multi-sensor multi-node joint positioning system, the ability of each sensor to 

receive a vibration source signal can be described by the characteristic parameters of the signal. An 

effective signal processing method can accurately extract the information that can reflect the 

characteristics of the vibrating target, provide a reliable basis for judging the quality of the signal, and 

improve the positioning efficiency effectively [23]. 

For the same vibration source, the characteristic parameters of the signals received by each sensor are 

similar during the same period of time. By comparing the deviation of the characteristic parameters of 

each signal from the central value, the advantages and problems of each sensor in receiving the current 

vibration target signal can be determined. Thus, the signals collected by sensors with good receiving 

effect are selected as the positioning parameters. 

Suppose there are �  vibration sensors in a system, the signals received by each sensor have � 

characteristic parameters, and ����� is the �th characteristic parameter of the �th sensor. Then, the average 

value (characteristic parameter reference value) of the �th characteristic parameter of the � sensors is ����� � = 0,1, …� − 1, where 	���� indicates the deviation of the �th sensor’s characteristic parameter to the 

reference value. 

For convenience of data processing, 	���� is mapped to the range of 0 − 1 , and we perform the 

normalization method to obtain the deviation distance: 

 
�� =
��������	�����

�
���������	�����. (1) 
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The normalized distance sum �� of � characteristic parameters of the �th sensor is: 

 

�� � ∑ ��� 	
 � 0,1, ⋯ � � 1���
��� �. (2) 

 

The normalized distance sum of the � characteristic parameters of the �th sensor can be obtained by 

the same method, which is called sensor reliability 	���, or the reliability of the �th sensor: 

 

�� � 1 � ��/ ∑ ��
	
��� . (3) 

 

The larger the value of �, the closer the detected signal characteristics to the center value of the 

reference characteristic, which means the signals collected by the sensor is good in quality. 

 

 

4. Planar Array Positioning Model 

In the two-dimensional plane, it is assumed that the detection array has �	� � 3�  non-collinear 

receiving sensors to participate in target positioning. As shown in Fig. 1, its coordinates are 

��	�� , ���	� � 0,1,2, … , � � 1� , and the distance from the vibration source to the � th sensor is 

��	� � 0,1,2, … , � � 1�. Let the traveling speed of vibration signal be �, the time difference between the 

vibration source to the � th sensor and the source to the 0th sensor be ��� , and the distance difference 

between the vibration source to the �th sensor and the source to the 0th sensor be  ���, and we have ��,� �

�� � ��. Let the actually measured distance difference ��� of multiple sensors be ��� � 	���, ���, . . . , �	����. 

Then, � � 1 positioning equations can be established: ��,� � ���� � �� � ��. 

 

 

Fig. 1. Schematic diagram of vibration source positioning. 

 

According to a study of [24], the above equation can be transformed into: 

 

	�� � ���� � 	�� � ���� � ��,��� �  � (4) 
 

where 
 

 � � �

�
!��

� � ��
� � ��

� � ��
� � ��,��", 

 

�� � #	� � ���� � 	� � ����, 
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�� = �� − �� + �� − ����� = 0,1,2, … ,� − 1�. 
 

The above equation is actually composed of � − 1 equations. Transforming the equation set into matrix 

form, we have 

 �� = � (5) 
 

where, 
 

� = �� − � �� − �� ��,�
⋮ ⋮ ⋮� − � �� − �� ����,��, � = �����, � = � ��

⋮�����.  

 

The least square method is used to obtain the initial position: 

 � = ����������. (6) 
 

A solution of the target position can be obtained by selecting three non-collinear sensors from the set 

of sensors involved in the positioning. The error between the position coordinates and the actual 

coordinates of the vibration source depends on the accuracy of the measurement delay difference of the 

sensors participating in the positioning. When the time delay estimation algorithm is known, the accuracy 

of the time delay difference is determined by the signal quality of the sensor [25]. The sensor with good 

signal quality has a smaller error, and its positioning accuracy will be higher.  

According to the reliability of each characteristic parameter of each sensor obtained from Eq. (3), two 

of � − 1 equations with high reliability are selected and solved, and the optimal estimated coordinates ��, ��� of vibration source can be obtained. The estimated coordinates of � positions �� , ����1 ≤ � ≤�� can be obtained by selecting �  groups of three non-collinear sensors in combination with sensor 

reliability, and �̅, ��� can be obtained by the weighted average method. 

 ̅ = ∑ � ��	��� , (7) 

�� = ∑ �� ��	��� . (8) 

 

 

5. Node Non-uniform Weighting Method 

The environmental noise and TDOA measurement error has great impact on the weighted least square 

method [26]. Therefore, we randomly divide the two-dimensional array composed of � sensors into � 

nodes, and each node consists of several sensors. According to Eq. (3), the reliability of each sensor is 

determined, and the sensor with high reliability is selected to participate in the positioning. Then the 

positioning results of each node are weighted and averaged. We select �(3 ≤ � ≤ �) unrelated sensors 

from the set of receiving sensors to construct the �th node, and obtain a subset: 

 �� = {ℎ�,�, ℎ�,, . . . , ℎ�,��}. (9) 
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Given the number of sensors (��)  in a node, each subset ��  has ����  possibilities. Obviously, 

increasing the subset number of weighted average is the premise to reduce the sample variance of 

positioning error, but it will result in unnecessary calculations. To reduce the amount of calculation, we 

can choose m subsets, and construct hyperbolic equations for each subset �� to solve the target position ��(� = 1, … ,�). In this way, the total error of the solution of each subarray can be optimized. When the 

error is less than the TDOA measurement error, each subarray can be weighted, and the solution of the 

weighting coefficient is as follows: 

 

Let � = ∑ ������ �� = ∑ [��� − �� + ���� − ���]���� . (10) 

 

Let 
��
�� = 0,

��
�� = 0. 

We can obtain 
 

� =
����������⋯�����

������⋯���
= ∑ ��

�
��� ��, (11) 

� =
��	����	��⋯���	�

������⋯���
= ∑ ����

�
��� , (12) 

where 
 

�� =
��

������⋯���
(1 ≤ � ≤ �). (13) 

 

The value of �� can be measured by prior experiments. In order to improve the performance of the 

algorithm, the estimated value of �� is corrected by the non-uniform weighting method. In order to obtain 

the optimal weighting coefficient, Lagrange method is adopted to find the extreme value, and an auxiliary 

function is constructed as follows: 

 �(��,�, . . . , �	, �) = ∑ �� �	��� − �(∑ ��	��� − 1), (14) 

 

where  � = (̄ − �) + (�̄ − ��) 
Accordingly, an equation set can be established: 

 

⎩⎪
⎨
⎪⎧
��
��� = 2�� � − � = 0

��
��� = 2�  − � = 0

⋮
��
��� = 2�	 	 − � = 0

, (15) 

��
�� = 1 − ∑ ��	��� = 0, (16) 

 

By solving the equations, we get: 
 �� = 1  �∑ (

�
��)
	���& . (17) 

 

It can be seen from Eq. (15) that the sensor with small error has a large weight, and its collected data 

accounts for a high proportion in the weighted estimation value. On the contrary, the sensor with large 



Non-uniform Weighted Vibration Target Positioning Algorithm Based on Sensor Reliability 

 

534 | J Inf Process Syst, Vol.19, No.4, pp.527~539, August 2023 

error has a small weight, which accounts for a low proportion in the weighted estimation value. By 

comparing the weights, the method of averaging the measured data directly is improved. 

The algorithm flowchart of this paper is as shown in Fig. 2. 

 

 

Fig. 2. The algorithm flowchart of this paper. 

 

 

6. Simulation Experiment 

In order to verify the effectiveness of the algorithm, we tested the algorithm, the average weighting 

method and Newton iteration method, respectively, and the statistical results of the three methods are 

compared. By using the biased estimation method, the performance evaluation criteria are expressed by 

the average positioning and orientation error. The hardware environment of the simulation experiment 

part is Intel Xeon E5 as CPU, with 32 GB memory. The software environment is Windows 7 platform 

and MATLAB 2022a.The sensor array selected is a five-element cross array, which forms a circle with 

a radius of 10m. The coordinate system is established as shown in Fig. 3. 

 

 

Fig. 3. Relationship between five-element cross vibration sensor array and the target. 
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Let the vibration signal speed be ' = 140 m/s, the measured TDOA is its real value plus the zero-mean 

value, and the variance ��� is obtained by the white noise sequence. Here, let ��� = 0.05 m, and the 

variance ��� of TDOA measurement error is 357 (�. 

The five-element cross array can be regarded as a combination of eight isosceles right-angled triangular 

arrays and two linear arrays [2]. For the isosceles right-angle triangle array, we have: 

 

� =
������� ������
�����
���� , (18) 

) = *+��� +, (19) 
 

where 
 + =

����
����, (20) 

, =
(���������)(�����������)

����� . (21) 

 

For the linear array, we have: 
 � =

�� ��	 !"� 
(� !"� ���	 )

, (22) 

) = +�'*+� ����(���������) . (23) 

 

Let 1 be node subarray nonuniform weighting method, 2 the Newton iteration method, and 3 the 

weighted least square method. The target azimuth is  ) = - 4⁄ , and the distance between the vibration 

source and the origin (�) varies from 20 m to 100 m. When applying algorithm 1, / = 10 subarrays are 

selected, and each subarray has �� = 5(� = 1, ⋯ ,4) arbitrarily different sensors. For near-field targets, 

when � varies from 20m to 100m, the positioning error curve is shown in Fig. 4. 

When � = 50 m, the error of 0 is shown in Fig. 4. 

 

 

Fig. 4. Near-field target positioning error with fixed deflection angle. 
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Fig. 5. Orientation error of near-field targets with fixed distance. 

 

 

Fig. 6. Positioning error of far-field targets with fixed deflection angle. 

 

As can be seen from Figs. 4 and 5, for near-field targets, the sample positioning accuracy of Algorithm 

1 is improved, its curve is stable, and the performance of standard deviation suppression and noise 

suppression is the best. 

For far-field experimental targets, the distance between the vibration source and the origin is more than 

10 times the array aperture. Let ) = - 6⁄ , and the positioning error curve is shown in Fig. 6. 

As can be seen from Fig. 5, the sample deviations of these algorithms are quite different for far-field 

vibration source targets. Algorithm 1 is superior to Algorithms 2 and 3 in standard variance of samples, 

and the root mean square error of �  is the smallest. In addition, experiments demonstrate that the 

positioning accuracy of the target decreases with increased distance between the target and the center. 

As can be seen from Fig. 7, for far-field vibration source targets, the target orientation accuracy of 

Algorithm 1 is much higher than that of Algorithms 2 and 3. When � = 200, the orientation error ranges 

of the algorithms are 2 m, 4 m, and 6 m, respectively. 
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Fig. 7. Orientation error of far-field targets with fixed distance. 

 

 

7. Conclusion 

Based on the research on positioning of arbitrary shape area array, the sensor with superior performance 

is introduced to reduce the accumulated measurement error. Then, a non-uniform weighted least square 

algorithm is proposed, which reduces the error of data processing due to average weighting and gives full 

play to the advantages of the least square algorithm. The simulation results reveal that the improved 

algorithm is superior to the traditional least square method and Newton iteration method in near and far 

field positioning. It reduces the impact of TDOA measurement error and environment noise on the target 

positioning accuracy. At present, the joint positioning of multi-sensor has begun to be popular. In the 

further research work, photoelectric sensors, meteorological sensors and other types of sensors should be 

added to improve the positioning accuracy and enhance the adaptability of the positioning system. With 

the enhanced understanding of the detected parameters characteristics, and by processing the sample data, 

the characteristics of data collection are reflected from different angles, and the optimization of data 

processing is realized. 
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