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Abstract 

The purpose of this study is to identify and analyze suicide factors of adolescents using the Random Forest algorithm. According to 

statistics on the cause of death by the National Statistical Office in 2019, suicide was the highest cause of death in the 10-19 age 

group, which is a major social problem. Using machine learning algorithms, research can predict whether individual adolescents 

think of suicide without investigating suicidal ideation and can contribute to protecting adolescents and analyzing factors that affect 

suicide, establishing effective intervention measures. As a result of predicting with the random forest algorithm, it can be said that 

the possibility of identifying and predicting suicide factors of adolescents was confirmed. To increase the accuracy of the results, 

continuous research on the factors that induce youth suicide is necessary. 
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1. Introduction12 
 

1.1. Background and Purpose of Research 
 

 

This study finds factors that influence adolescents' 

thoughts about suicide. Among the various factors of 
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suicidal ideation, the characteristics of factors affecting 

adolescents will be identified. Based on this, it is intended 

to help reduce adolescents' suicidal ideation and provide 

data for suicide prevention. Since suicidal thoughts can 

only be identified as a subjective individual's experience, 

asking these questions to emotionally sensitive adolescents 

may increase their suicidal ideation and may be at high risk 

depending on any factor or situation. Therefore, it is 

necessary to consider asking and investigating adolescents 

about the experience, status, and degree of suicidal ideation. 

Suicide has a great impact and ripple effect not only on 

individual families but also on our society as a whole 

(Korea National Statistical Office, 2021). According to the 

National Statistical Office's announcement, 26.0 people per 

100,000 people aged 0 to 24 committed suicide in 2021. In 

addition, according to the "2021 Youth Statistics" released 

by the National Statistical Office and the Ministry of 

Gender Equality and Family, suicide was the highest cause 

of death per 100,000 teenagers between 9 and 24 years old 
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as of 2019. In adolescence, physical, emotional, and social 

changes are rapid, so it is stressful and psychologically and 

emotionally unstable according to the changes. Adolescents 

are more vulnerable than other age groups and are known 

to easily commit impulsive behaviors such as suicide 

compared to other age groups due to their developmental 

characteristics. 
However, research is needed to understand adolescents' 

suicidal ideation because they are intertwined with complex 

relationships, including social factors such as family and 

school, as well as individual emotional and psychological 

problems. Furthermore, the purpose is to use machine 

learning algorithms to predict whether individual 

adolescents are thinking about suicide without 

investigating suicide ideation. These studies can contribute 

to establishing effective intervention measures while 

protecting adolescents. 

 

 

Figure 1: Korea National Statistical - suicide rate 

(2017~2021) 

Figure 2: Cause of Death Statistics Results  

 

According to statistics on the cause of death by the 

National Statistical Office in 2019, intentional self-harm 

(suicide) was the highest cause of death among teenagers 

aged 10 to 19. As shown in the figure, suicide was the 

number one cause of death between the ages of 10 and 39, 

and unlike other age groups, the rate of suicide was high. 
In addition, except 2014, it has been found that youth 

suicide has become a steady problem as it has been 

maintained as the No. 1 cause of youth death in the past 10 

years, indicating that attention should be paid to it. 

1.2. Research Method       

 

 

 

This study aims to provide data that can predict whether 

adolescents think of suicide without investigating suicide 

ideation using machine learning techniques, and to identify 

factors that affect suicide ideation. Machine learning 

techniques, a method for analyzing big data, learn by 

finding specific rules from large amounts of data. Since the 

process called learning is data analysis, the model derived 

through this analysis is evaluated by adapting it to data that 

was not included in the model establishment. Once the 

performance is recognized, the derived model can be used 

to predict new data. The random forest algorithm, which 

generates multiple trees and selects the most voted tree 

results, reflects randomness and interaction with variables, 

so it does not cause errors even in high-dimensional 

models, making it suitable for studies where many factors 

can be involved in addition to the specific factors set. 

 

1.3. Machine learning - Random forest 
 

The Random Forest algorithm is an ensemble technique, 

and the basic component is a decision tree algorithm. The 

Random Forest algorithm, an ensemble technique that 

collects multiple results to create one result, can maximize 

the performance of the algorithm by collecting multiple 

results from the decision tree to create one result. The 

decision tree algorithm is an analysis method that performs 

classification and prediction by charting decision rules into 

a tree structure. The division criteria are divided based on 

the attributes of the data, and are divided into trees 

according to the division criteria and modeled. The 

interpretation is simple as the data analysis results can be 

initially confirmed through the appearance of the decision 

tree. The first question, the first part of the classification, is 

called the Root Node, and the last node output is called the 

Terminal Node. 

 

Figure 3: Random forest example 
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Decision trees have the advantage of being intuitively 

easy to understand, but they tend to be less predictive 

because only one specific factor is considered when 

branches are divided. In addition, even a slight change in 

data can change the composition of the tree. In other words, 

the bias is relatively low, but there is a disadvantage that it 

is difficult to generalize the model because it has a high 

variance error. To compensate for this, the Random Forest 

algorithm goes through the process of forming a forest with 

a number of randomly sampled decision trees when 

analyzing and aggregating several decision trees and 

making final predictions. Random Forest can reduce 

prediction errors by giving maximum randomness in 

sample selection and variable selection for each model. 

Previous studies also show that the Random Forest 

algorithm does not cause errors even in high-dimensional 

models by reflecting randomness and interaction with 

variables (Géron, 2017). 

 

 

2. Research Methods and Materials 

2.1. Research data 
 
Table 1: Data 

 
Content 

population 
elementary, middle and high 
school students 

sampling frame 
2018 Annual Report of 
Education Statistics 

sample count 
9000 people sampling -> 9270 
people final survey completed 

Number of extracted schools 362 schools 

time of investigation From May to July 2019 

investigation method 
Interviews, Self-Entry Survey 
Respons 

 
 

 

This study used data from the 2019 Human Rights 

Survey conducted by the Korea Youth Policy Institute to 

explore the predictors of adolescents' suicidal ideation, and 

analyzed suicide factors and suicide rates using Kaggle's 

Dataset. The 2019 Children and Youth Human Rights 

Survey was used by the Korea Youth Policy Institute to 

understand the overall situation of the human rights of 

children and adolescents in Korea and to come up with 

measures to protect and promote human rights. 9,000 

students in the 4th, 5th, and 6th grades of elementary 

school, 1st, 2nd, and 3rd grades of middle school, and 1st, 

2nd, and 3rd grades of high school nationwide were 

surveyed, and finally 9.270 students were surveyed. 

 

 

 

2.2. Measuring Tools 
 

The purpose of this report's empirical analysis is to 

distinguish between adolescents who think about suicide 

and adolescents who don't, and to identify factors that 

affect the prediction of suicide ideation. The data were 

analyzed using Machine learning studio Azure. Since the 

random forest algorithm allows analysis consisting of a 

number of explanatory variables, it was intended to 

understand the factors in detail by using the detailed items 

of the human rights survey without reducing them 

separately. The categories of school violence and cyber 

violence include abuse and insult, assault, bullying, 

extortion, intimidation, and sexual harassment, and the 

categories of parent and teacher violence include corporal 

punishment, abuse and insult. The eight discriminations 

categories include gender, academic, or family 

circumstances, residential areas, appearance, religion, and 

absence of parents, and the categories of depression 

include loneliness, anxiety, sadness, and depression. Self-

esteem is divided into valuable people, good qualities, 

pride, and positive attitude. Other factors include academic, 

family discord, peer relationships, economic difficulties, 

appearance, future career and academic performance, 

economic conditions, health status, lack of sleep, sexual 

violence, and the presence of people to discuss. The answer 

to the question "Have you ever thought about dying in the 

last year?" was divided into three types: "I have never 

thought about it," "I think sometimes," and "I think often," 

and the answer except "I have never thought about it" was 

classified as having thoughts of suicide. School violence, 

cyber violence, parent violence, teacher violence, 

discrimination, and academic performance are on a 5-point 

scale, stress, depression, self-esteem, and health status are 

on a 4-point scale, and economic situation is on a 7-point 

scale. 

 
Figure 4: data preprocessing 

 

2.3. Data Analysis 
 

The data used the Two-Class Decision Forest algorithm of 

Machine learning studio Azure. The 2019 Survey on 

Human Rights of Children and Youth by the Korea Youth 
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Policy Institute was used. In addition, using Kaggle's 

dataaset, suicide factors were predicted by dividing gender, 

suicide rate, population, HDI for year, GDP for year, and 

generation. The figure below shows the process of using 

Azure to clean up the data, then split the organized data 

and create data values through a trained model. 
 

Figure 5: Data Modeling Process 1 

 

3. Results and Discussion 
 

3.1. Analysis Results 

 
Performance indicators that evaluate the random forest 

algorithm include accuracy, sensitivity, precision, F1-score, 

and ROC curve, and the larger the value, the higher the 

predictive power of the model. The ROC curve showed 

better performance as it was attached to the upper left. 

Accuracy is an indicator of how much the prediction data 

is the same in my data, and it is the ratio of correctly 

predicting adolescents who think about suicide and 

adolescents who do not think about suicide. Sensitivity is 

the prediction that adolescents who are thinking about 

suicide are adolescents who are thinking about suicide. 

Precision represents the proportion of adolescents who 

actually think about suicide among adolescents who predict 

that they are thinking about suicide. Accuracy was found to 

be 78.7%, and sensitivity was found to be a slightly lower 

rate of 54.7%. Low sensitivity may mean that the 

prediction performance is not good. In other words, it can 

be interpreted that there is a high possibility that there are 

teenagers who are thinking of suicide in an unknown place 

or in a neglected state, and that it is difficult to find them. 

The specificity was high, which means that 89.7% 

correctly predicted that adolescents who do not think about 

suicide are adolescents who will not think about suicide. 

Using this, adolescents who do not think about suicide can 

be classified as adolescents who think about suicide and 

focus on adolescents who need help with ideation. In 

addition, F1-Score, the harmonic average of sensitivity and 

precision, was 61.9%. Increasing the value of F1-Score 

will require more data accumulation.  

It is the variables divided using the human rights survey 

and the Scored Probabilities predicted using those variables. 

 

 
Figure 6: Descriptive Statistics Information 

 
Table 2: Predicted performance 

 Predicted performance 

Accuracy 78.7 

Recall 54.7 

Precision 71.1 

Specificity 89.7 

F1 score 61.9 

 

 

 

Figure 7: ROC curve 

 

Azure's Two-Class Decision Forest (Random Forest) 

algorithm was used to predict suicide factors by dividing 

suicide rate, population, HDI for year, GDP for year, and 

generation based on gender, and accuracy was 84.5%, 

sensitivity was 81%, precision was 86%, and F1-Score was 

83.5%. This data from kaggle is statistics on suicides 

according to various factors of all ages in Korea from 1985 

to 2015. Among them, data from ages 5-14 and 15-24 were 

extracted to predict suicide rules with factors such as HDI, 

GDP, and generation. 
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Table 3: Kaggle – Suicide prediction 
 Predicted performance 

Accuracy 84.5 

Recall 81.1 

Precision 86.0 

F1 score 83.5 

 

3.2. Discussion 
 

This study used the 2019 Survey on Human Rights Status 

of Children and Youth, which is data provided by the 

Korea Youth Policy Institute. In addition, Kaggle's Suicide 

dataset was used. The factors influencing adolescents' 

suicidal ideation were identified through the random forest 

algorithm.  The accuracy of adolescents who think about 

suicide and adolescents who do not think about suicide was 

78.7%, and the sensitivity, which is the value of predicting 

adolescents who think about suicide, was low at 54.7%. In 

contrast, the specificity of predicting that adolescents who 

do not think about suicide was high at 89.7%. By using the 

machine learning algorithm, it was intended to confirm 

which characteristics of the group with high or low suicidal 

ideation are combined. In addition, data should be 

continuously accumulated to increase the prediction of 

adolescents' suicidal ideation. Furthermore, it should be 

possible to provide personalized management that controls 

and manages suicidal ideation or to develop programs. 

Adolescent suicide is increasing in severity as a social 

problem, and there are various attempts to prevent youth 

suicide, but deaths from suicide are still high. Therefore, 

continuous attention will be required to identify the factors 

that cause adolescent suicidal thoughts. In addition, suicide 

is more effective when interpreting and analyzing both 

individuals and society because many social factors affect 

it, not on the individual level. Continuous research is 

needed considering this. In addition, previous studies have 

continuously reported that there is a gender difference in 

adolescents' suicidal ideation. It emphasizes that gender 

differences appear in the effects of human relationships 

(Woo et al, 2010) and depression (Lee et al., 2016; Simons 

&Murphy, 1985) on adolescents' suicidal ideation. 

Although this study does not show the difference by 

dividing gender, it is necessary to find out more about 

whether the factors affecting suicidal ideation vary 

depending on gender. 
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