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Various linear system solvers with multi-physics analysis schemes are compared focusing on the near-field region consid-
ering thermal-hydraulic-chemical (THC) coupled multi-physics phenomena. APro, developed at KAERI for total system 
performance assessment (TSPA), performs a finite element analysis with COMSOL, for which the various combinations 
of linear system solvers and multi-physics analysis schemes should to be compared. The KBS-3 type disposal system pro-
posed by Sweden is set as the target system and the near-field region, which accounts for most of the computational burden 
is considered. For comparison of numerical analysis methods, the computing time and memory requirement are the main 
concerns and thus the simulation time is set up to one year. With a single deposition hole problem, PARDISO and GMRES-
SSOR are selected as representative direct and iterative solvers respectively. The performance of representative linear 
system solvers is then examined through a problem with an increasing number of deposition holes and the GMRES-SSOR 
solver with a segregated scheme shows the best performance with respect to the computing time and memory requirement. 
The results of the comparative analysis are expected to provide a good guideline to choose better numerical analysis meth-
ods for TSPA. 
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1. Introduction

A geological disposal system is a multi-barrier system 
that consists of an engineered barrier system (EBS) and a 
natural barrier system (NBS), in order to contain high-level 
radioactive wastes including spent nuclear fuels in a stable 
geological formation and isolate them from the biosphere. 
The geological disposal system has the following character-
istics from the viewpoint of safety assessment. 

•  Various thermal-hydraulic-mechanical-chemical 
(THMC) complex phenomena occur within the dis-
posal system. To elaborate on the complex phenom-
ena, the decay heat of the spent nuclear fuels, which 
is transferred by convection and conduction is consid-
ered for the thermal process. The groundwater flow 
and geochemical reactions in the groundwater are con-
sidered for the hydraulic and chemical processes, re-
spectively, and the hydrodynamic pressure in the deep 
underground is considered for the mechanical process. 

•  The period of safety assessment of the disposal system 
should be set for a relatively long time, such as more 
than 0.l million years, in order to properly consider the 
toxicity of spent nuclear fuel.

•  The dimensions of EBS components are on a meter 
scale, but the overall area of the disposal system may 
reach a several km2 scale. Specifically, it is estimated 
that about a 5 km2 disposal area is required in order to 
dispose of all the spent nuclear fuels expected to be 
generated in Korea [1].

Despite such complexity and the spatio-temporal scale 
difference of the disposal system, the conventional ap-
proach for the safety assessment has been the system-level 
approach, which considers the characteristics implicitly 
due to the limited computing capacity. However, it has a 
fundamental shortcoming to consider coupled processes 
in the long-term evolution scenarios. In order to over-
come this limit, Korea Atomic Energy Research Institute 
(KAERI) has developed APro, an Adaptive Process-based 

total system performance assessment framework for a geo-
logical disposal system [2]. Unlike the system-level ap-
proach, APro numerically simulates each of the processes 
for THMC complex phenomena using COMSOL [3], which 
is finite element method (FEM) based general purpose soft-
ware for multi-physics analysis. 

The finite element analysis schemes provided by COM-
SOL solve a general sparse linear system of the form of  
Ax = b to obtain a numerical solution. Linear system solvers 
are classified into direct and iterative methods according to 
the scheme of finding a solution. The direct method utilizes 
the ‘lower upper triangular matrices (LU)’ decomposition 
method, which can obtain a robust solution without any ap-
proximation. However, in general, the LU decomposition 
of a sparse matrix induces a large amount of fill-in, which 
increases the memory requirement significantly. PARDISO 
[4] and MUMPS [5] are widely used direct solvers. The 
iterative method obtains the solution iteratively, where the 
residual defined as the difference between the current solu-
tion and previous solution would be lower than the criteria. 
In general, the iterative method has a smaller memory re-
quirement than the direct method but can take longer time 
to obtain converged solutions. Conjugate gradient (CG) 
[6], biconjugate gradient stabilized (BiCGSTAB) [7], and 
generalized minimum residual (GMRES) [8] solvers are 
widely used iterative solvers.

Fully-coupled and segregated schemes are used in order 
to solve coupled multi-physics phenomena. A fully-cou-
pled scheme solves a number of physics modules simul-
taneously while a segregated scheme solves each module 
sequentially through iterative procedures. A fully-coupled 
scheme does not require an additional interface between 
physics modules and consequently numerical error does not 
appear, but large memory is required [3]. The segregated 
scheme has an advantage in the utilization of computing 
resources when a huge domain is modeled with coupled 
multi-physics phenomena. 

Although computing power has been continuously de-
veloped, the TSPA still accompanies a heavy computational 
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burden due to the huge number of degree of freedoms 
(DOFs) and strong nonlinearity in a multi-physics analy-
sis. In this regard, in order to properly consider the char-
acteristics of the disposal system, i.e., complex phenom-
ena, huge spatio-temporal scale, as previously mentioned, 
it is necessary to compare and examine the effect of the 
numerical analysis methods on the calculation efficiency. 
Therefore, in this study, various linear system solvers and 
multi-physics analysis schemes provided by COMSOL are 
compared with regard to the computing time and memory 
requirement.

2. Methodology

2.1 System Definition

In APro, the KBS-3 type disposal system [9] proposed 
by Sweden is considered as the target system. In the KBS-
3 concept, several disposal tunnels are excavated at about 
500 m underground and sets of deposition holes are located 
in the disposal tunnel. Canisters containing high-level ra-
dioactive wastes are disposed of in the deposition holes 
and surrounded by buffer materials. After all canisters are 

disposed of, the disposal tunnels are filled with backfill ma-
terials. All of these combined components are EBS, whose 
detailed information is presented in Table 1. The near- 
field defines an area covering the EBS and surrounding 
bedrock as shown in Fig. 1, and the far-field covers the re-
maining part of the NBS. 

APro models THMC complex phenomena occurring in 
the disposal system with a modularization concept, which 
couples each phenomenon for a multi-physics analysis 
[2]. In this study, default modules considering the most 

EBS Specifications Description

Radioactive waste PLUS7 spent nuclear fuel Fuel assemblies after cooling time of 40 years.

Canister
Diameter: 1,030 mm

Height: 4,780 mm
Thickness: 50 mm

Single canister per single borehole.
Intra-canister geometry is not considered.

Deposition hole

Diameter: 1,750 mm
Height: 7,780 mm

Upper height: 2,500 mm
Lower height: 500 mm

Thickness: 360 mm

Filled with buffer except for canister region.
Spacing between adjacent holes: 9 m

Disposal tunnel
Width: 5,000 mm
Height: 6,150 mm

Filled with backfill. 
Spacing between adjacent tunnels: 40 m

Tunnel floor depth: −500 m

Excavation damaged zone (EDZ) Thickness: 1,000 mm Made up of rocks.

Table 1. Detailed information for the components of EBS

Fig. 1. Unit near-field structure covering the EBS and surrounding 
bedrock.
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Process Governing equations and descriptions

Thermal

((1 − εp)ρsCp,s + εp ρf Cp,f) ∂T
∂t  + ρfCp,f u∙∇T + ∇∙ (− ((1 − εp)ks + εpkf)∇T) = QT

The decay heat from spent nuclear fuel in a canister is transferred by convection and conduction through porous media. 
The dependent variable is temperature.

εp : porosity [−],
ρs : dry bulk density of the porous media [kg∙m−3],
ρf : density of water [kg∙m−3],
Cp,s : dry bulk heat capacity of the porous media [J∙(kg−1∙K−1)],
Cp,f : heat capacity of water [J∙(kg−1∙K−1)],
ks : dry bulk thermal conductivity of the porous media [W∙(m−1∙K−1)],
kf : thermal conductivity of the water [W∙(m−1∙K−1)],
u : Darcy’s velocity vector [m∙s−1],
QT : heat source [W∙m−3].

Hydraulic

∂
∂t  (εpρf) + ∇∙ (ρf u) = Qp, u = − κ

μ  (∇p + ρf g)

All the components in the disposal system are saturated with groundwater where Darcy’s Law can be applied. The 
dependent variable is pressure.

κ : permeability of the porous media [m2],
μ : dynamic viscosity of water [Pa∙s], g: acceleration of gravity [m∙s−2],
Qp : hydraulic mass source [kg∙(m−3∙s−1)].

Mechanical No mechanical change is considered.

Chemical

∂
∂t  (εpcr) + ∂

∂t  (ρb cp,r) − ∇∙((αu + De,r)∇cr) + u∙∇cr = − λr cr + λrp crp,

∂
∂t  (εpcc) + ∂

∂t  (ρb cp,c) − ∇∙ ((αu + De,c)∇cc) + u∙∇cc = 0

All the solutes are transported by advection and dispersion in the saturated porous media and the decay chain reaction is 
considered for radioactive nuclides. 
Isotherm-based chemical reactions are assumed and the dependent variable is the concentration of chemicals.

cp,c : mass of chemica c sorbed per dry unit weight of solid [mol∙kg−1],
ρb : bulk density of the porous media [kg∙m−3],
α : dispersivity of the porous media [m],
De,c : effective diffusion coefficient of chemical c [m2∙s−1],
cr,p : concentration of parent radionuclide of  r [mol∙m−3],
cr,s : concentration of sorbed radionuclide of r [mol∙m−3],
λr : decay rate of radionuclide r [s−1],
λr,p: decay rate of parent radionuclide of r [s−1],
De,r: effective diffusion coefficient of radionuclide r [m2∙s−1].

t : time [s], T: temperature [K], p: pressure [Pa],
cc: concentration of chemical c in equilibrium solution [mol∙m−3],
cr: concentraion of radionuclide r [mol∙m−3].

Table 2. Governing equations [2] and descriptions for the default modules of APro
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fundamental phenomena are employed, and the details of 
the default modules are summarized in Table 2. 

2.2 Numerical Analysis Methods

Linear system solvers and multi-physics analysis 
schemes should be selected properly depending on the 
characteristics of the problem, i.e., the properties of a linear 
system. For instance, the computing time and convergence 
stability can be highly affected by the preconditioners for 
iterative solvers. Also, a segregated scheme appears to be 
suitable for the multi-physics analysis but there can be un-
necessary iterations if the convergence rate differs signifi-
cantly among physics. 

In general, the direct method solvers produce a robust 
solution with stable convergence while the iterative method 
solvers produce a solution with a lower memory require-
ment. In this study, PARDISO and MUMPS, direct solvers, 
coupled with multi-physics analysis schemes are compared. 
In the case of the iterative method, various precondition-
ers for the GMRES solver are examined. Incomplete LU 
(ILU) [10], Jacobi, symmetric successive over-relaxation 
(SSOR) [11], SOR line [12], algebraic multigrid (AMG) 
[13], and geometric multigrid (GMG) [13] preconditioners 
are compared.

2.3 Problem Setting for Comparison

Although the portion of EBS in the repository is lower, 

the computational burden of a numerical analysis is higher 
than that for the NBS because the THMC coupled phenom-
ena mainly occur in the EBS due to the decay heat from 
spent nuclear fuels and groundwater flow into the buffer 
and backfill. Therefore, the near-field region is considered 
for comparing the solvers and schemes before a full-scale 
analysis. In this study, the default modules that had already 
been verified for THC coupled phenomena [2] are used. 
Notably, the accuracy of solutions should be estimated 
when the computing performance is compared according to 
the various linear system solvers with multi-physics analy-
sis methods. However, since the computing time and mem-
ory requirement are the main concerns for comparing the 
performance of numerical analysis methods, the simulation 
time was set up as one year and the difference in the results 
by different solver options was negligible. 

For all the components of the near-field region, tetra-
hedral meshes are used according to the mesh generation 
criteria presented in Table 3. Since the disposal system has 
a repetitive structure, the problem size can be enlarged with 
duplication of a unit near-field area, as shown in Fig. 2. As 
the number of deposition holes is increased, the number of 
DOFs, which determines the size of linear system linearly 
increases, as shown in Fig. 3. In this regard, the memory 
requirement according to the repository size can be easily 
predicted by the relation between the number of DOFs and 
the number of deposition holes. 

With the single deposition hole problem, various lin-
ear system solvers combined with multi-physics analysis 

Component Max. size (m) Number of elements Mesh portion (%)

Canister 0.3 2,021 0.6

Borehole 0.1 211,617 57.6

Tunnel 0.5 39,393 10.7

EDZ 0.5 94,045 25.6

Rock 5 19,983 5.4

Table 3. Mesh generation information for the unit near-field structure
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schemes are compared with regard to the computing time 
and memory requirement. The performance of the represen-
tative linear system solver is then examined through a prob-
lem with an increasing number of deposition holes. All the 
calculation results are obtained with an on-premise cluster 
where 28 cores of Intel Xeon CPU E5-2680 v4 @ 2.4 GHz 
and 256 GB RAM per each computing node are used.

3. Results and Discussion

First, various combinations of numerical analysis meth-
ods are compared in terms of the computing time and mem-
ory requirement and the representative solvers for direct 
and iterative methods are selected. 

In the case of the direct method as shown in Fig. 4, both 
MUMPS and PARDISO solvers show a smaller memory 

Fig. 4. Comparison of the computing time and memory requirement for 
direct solvers where F indicates fully-coupled scheme and S indicates 

segregated scheme.
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requirement in the segregated scheme while the computing 
time shows little difference in both schemes. In the segre-
gated scheme, the PARDISO solver shows better perfor-
mance than the MUMPS solver and hence PARDISO is 
selected as a representative solver for the direct method. 

In the case of the iterative method as shown in Fig. 5, it 
shows little difference in the memory requirement between 
the fully-coupled and segregated schemes. However, in the 
case of certain combinations such as GMRES-SSOR with 
the fully-coupled scheme, the computing time is shortened 
compared to the same combinations with the segregated 
scheme. Therefore, the GMRES-SSOR combination is se-
lected as a representative solver for the iterative method. 

In order to determine the computing resource require-
ment as the number of DOFs is increased, the computing 
time and memory requirement are estimated according to the 
number of deposition holes in a single disposal tunnel. With 
the chosen solvers, PARDISO and GMRES-SSOR, four 
cases of combination are examined according to the type of 
linear system solvers and numerical analysis methods. 

First, fully-coupled and segregated schemes are com-
pared when a direct solver is used, as shown in Fig. 6. 
For the same number of deposition holes, the computing 
time shows only about a 10% difference but the memory 

requirement shows a significant difference. Note that the 
black dotted horizontal line indicates the RAM capacity. 
As a result, up to 27 deposition holes can be analyzed for 
the fully-coupled scheme, and 68 deposition holes can be 
analyzed for the segregated scheme. Therefore, it is shown 
that the segregated scheme is more advantageous in terms 
of memory usage. 

The iterative solver also shows the same tendency as 

Fig. 5. Comparison of the computing time and memory requirement according to the preconditioners for GMRES with fully-coupled scheme (left) 
and segregated scheme (right).
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the direct solver as shown in Fig. 7. The memory require-
ment linearly increases as the number of deposition holes is 
increased. As a result, 101 and 162 deposition holes can be 
analyzed with the fully-coupled and segregated schemes re-
spectively. Therefore, regardless of the linear system solver 
type, a larger domain with a greater number of deposition 
holes can be analyzed with the segregated scheme. 

In Fig. 8, the computing time and memory requirement 
are compared between direct and iterative solvers with the 
segregated scheme. The computing time shows little differ-
ence except for the case of 50 deposition holes but the itera-
tive solver is much more efficient in terms of the memory 
requirement. In particular, as the number of deposition holes 
is increased, the discrepancy becomes larger. The memory 
requirement of the direct solver is 1.7 times larger than that 
of the iterative solver for the case of a single deposition 
hole, while the memory requirement of the direct solver is 
2.3 times larger than that of the iterative solver for the case 
of 50 deposition holes. 

4. Conclusions

In this work, various linear system solvers with multi- 

physics analysis methods are compared focusing on the 
near-field region considering THC coupled multi-physics 
phenomena. Linear system solvers provided by COMSOL 
are examined with a single deposition hole problem and 
PARDISO and GMRES-SSOR are chosen as a represen-
tative solver for direct and iterative methods respectively. 
With the selected linear system solvers, fully-coupled and 
segregated schemes are compared and it is found that the 
GMRES-SSOR solver with a segregated scheme shows 
the best performance with respect to the computing time 
and memory requirement. The results of the compara-
tive analysis are expected to provide a useful guideline 
to choose better numerical analysis methods for TSPA. 
In further research, parallel computing strategies with a 
distributed memory system will be examined in order to 
deal with the large memory requirement of a real-scale 
TSPA problem. 

Acknowledgements

This work was supported by the Institute for Korea Spent 
Nuclear Fuel (iKSNF) and National Research Foundation of 
Korea (NRF) grant funded by the Korea government (Minis-
try of Science and ICT, MSIT) (NRF-2021M2E1A1085185).

Fig. 8. Comparison of the direct solver and iterative solver with segre-
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