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Abstract 

 
This study presents a method for capturing photographs of users as input and converting them 
into 2D character animation sprites using a generative adversarial network-based artificial 
intelligence network. Traditionally, 2D character animations have been created by manually 
creating an entire sequence of sprite images, which incurs high development costs. To address 
this issue, this study proposes a technique that combines motion videos and sample 2D images. 
In the 2D sprite generation process that uses the proposed technique, a sequence of images is 
extracted from real-life images captured by the user, and these are combined with character 
images from within the game. Our research aims to leverage cutting-edge deep learning-based 
image manipulation techniques, such as the GAN-based motion transfer network 
(impersonator) and background noise removal (U2-Net), to generate a sequence of animation 
sprites from a single image. The proposed technique enables the creation of diverse animations 
and motions just one image. By utilizing these advancements, we focus on enhancing 
productivity in the game and animation industry through improved efficiency and streamlined 
production processes. By employing state-of-the-art techniques, our research enables the 
generation of 2D sprite images with various motions, offering significant potential for boosting 
productivity and creativity in the industry. 
 
 
Keywords: Generative Adversarial Networks (GANs), 2D Sprite Animation, Deep 
Learning, Game Development, Impersonator Model 
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1. Introduction 

Recently, active research in Artificial Intelligence (AI) -related field has led to advancements 
in technologies based on Generative Adversarial Networks (GANs) [1].  Simultaneously, 
researchers are attempting to use GANs to generate image data for sketches, cartoons, and face 
images. In the gaming industry, there have been attempts to boost game development 
productivity by adopting AI technology. Therefore, research is being conducted to introduce 
GAN-based image-to-image translation techniques to the field of 2D game sprite creation. 

In the 2D game development process, creating game sprites is fundamentally labor-
intensive. Traditionally, game character animation sprites have been created using pixel art 
techniques or programs for drawing such as Adobe Photoshop or Illustrator. The mount of 2D 
animation that is created increases based on the possible motion directions and the number of 
motions. A sequence of sprite images is created manually for each motion. These sequences 
of images are placed within a single texture image and uploaded to the game engine that will 
be used. The traditional 2D sprite creation process involves the manual completion of tasks, 
resulting in high manual work costs. Quickly creating the sequences of sprites that illustrates 
the users’ desired motions during the process would significantly reduce game development 
costs. 

This study aimed to increase the efficiency of the 2D game character animation sprite 
creation process using the impersonator network, which is a GAN-based image-to-image 
technology, in gaming. The proposed technique can significantly reduce game development 
costs by partially automating 2D game sprite creation. 

2. Related Work 
A GAN is an essential technique that is widely used to generate images via deep learning. 

The structure of a GAN comprises a generator (G), which generates images, and a 
discriminator (D), which discriminates the generated images. G learns to generate the desired 
image by continuously performing repeated training and correction until D correctly 
recognizes the image as correct. As research on Convolutional Neural Networks (CNNs) has 
advanced, the GAN structure has been combined with various networks that have been 
developed based on CNNs, and these have produced excellent results. Conditional GANs [2] 
were developed to control the data generation process by applying conditions (conditioning) 
to make additional information (class labels) known when inputting data into a GAN model. 
Progressive growing of GANs (PGGANs) [3] is a model developed by Nvidia that develops 
high-resolution images. Discriminators can be easily circumvented when resolution is low; 
thus, PGGAN employs an incremental learning approach, which progresses from low-
resolution data to high-resolution data, enhancing learning speed. Style GAN [4] is a 
reconstructed model that applies the concept of Style Transfer [5] to the aforementioned 
PGGAN. 

Recently, multi-modal learning networks have gained prominence, and these are models 
that receive text as input and generate images [6, 7, 8]. These keyword-based networks can 
generate the desired image using only a few keywords, and they significantly boost 
productivity in creating original artwork. Advancements in these image-generating networks 
are attracting the interest of game developers. In particular, studies on increasing the efficiency 
of game resource production are receiving considerable attention. Studies continue to 
investigate game character-related production and level content, such as 2D face sprite 
generation [9, 10] and 3D face generation [11, 12]. 
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However, the generation of animation images is limited by the fact that generated images 
are not guaranteed to have spatiotemporal continuity. Of the various game resource generation 
technologies, the study focused on 2D game character sprite generation. Studies in this field 
have traditionally belonged to the motion transfer area in computer vision. Most deep learning-
based human motion transfer methods train a GAN to generate new poses for a target person. 
Such methods can be broadly divided into two types based on the generalizability. The first is 
based on a general model; the model is trained for an unseen target, or the source pose is 
transferred to a given target within find adjustments [13, 14, 15, 16]. The second is based on 
an individualized model; the focus is placed on learning the appearance of a specific person, 
and new poses are generated for the same person [17, 18, 19, 20, 21].   

Modeling and transferring human appearance comprise a wide range of topics, from 
computer graphics pipelines [22] to learning-based pipelines [23, 24]. Graphics-based methods 
approximate detailed 3D human meshes through clothing and 3D scanners [25] or multi-
camera arrays [25].  Subsequently, they can transfer the appearance of a person wearing 
clothing from one person to another based on the detailed 3D mesh. Amit et al. [23] first trained 
a pose-guided clothing segmentation synthesis network and then generated the desired images 
by supplying an encoder-decoder network with clothing parsing results, using the texture 
function of the source image feed. Mihai et al. [24] used a geometric 3D shape model 
combined with a learning method to swap the colors of visible vertices in a triangular mesh, 
and they trained the model to infer the colors of unseen vertices. 

Recently, researchers have presented various motion transfer methods that generate single 
detailed images of human targets in new poses [27, 28, 29]. Ma et al. [30, 31] and Siarohin et 
al.[32] introduced a new architecture and loss concepts for this purpose. In addition, it has 
been demonstrated that poses are signals that effectively guide future predictions and video 
generation [33, 34]. 

This study presents a method that uses an image learning network to imitate the motions in 
input images and alter the appearances of people in full-body input images to automatically 
generate anthropomorphic 2D game character animation sprites. 

3. System 
In this study, we aimed to generate atlas maps, which are sprite maps used in actual game 
engines, from a single map.  To do this, we propose a novel 5-stage production process. The 
proposed process comprises the following stages. 1) Create single images with the game style 
that will be used. 2) Create motion images that are synthesis source for generating sequential 
animations. 3) Perform synthetic network learning to generate sequential image with a single 
image style. 4) Apply a background and noise remover to remove GAN-specific noise from 
the generated images. 5) Generate atlas maps and sprites using a commercial game engine to 
ensure that the generated image sequences can be used in actual games. Fig. 1 illustrates the 
entire production process. Below are descriptions of each stage.  

3.1 Single Character Image Production 
The proposed process should be able to generate sequential motion images within the 2D art 
style that is desired by the user. Different 2D art exists, necessitating a redraw of all images 
upon alteration. Our methodology aims to resolve this problem by enabling users to draw a 
single image in the desired art style and input it into the network to generate motion images in 
the input image’s style. The user’s desired art style should be produced from the same 
perspective as the final game content that will have the style applied. For instance, if one aims 
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to create sprites for a top-view game, images should be created from the top view, and for a 
side-view game, images should be created from the side view. The images should be inputted 
with their background removed to increase the network’s learning capacity. As for the size of 
images, it was possible to generate results with the desired quality by inputting images with 
the same resolution or 1.5 times the resolution of the final target sprite. The final sprite used 
in the game depicted only the upper body enabled effective learning when synthesized with 
the upper body of motion images. 
 

 
Fig. 1. Summary of proposed sprite production process. 

 

3.2 Motion Clip Production 
The proposed methodology’s key concept is to replace the cost of manual sequential image 
production with a relatively low-cost image source. To do this, motion clip images (e.g., idle, 
run, jump, shoot) are needed for the sprite types that will be used in the game. The proposed 
process does not require a specific space or equipment to produce the motion clips. The motion 
provider only needs to record the motion that will be used in the game from the game camera’s 
perspective in a space with no background. Because the learning data used for final learning 
comprise sequential images in units of 3 - 5 frames, the results can be improved by recording 
high-resolution images at 30 – 60 frames or more if possible. Each motion should be captured 
separately, and this study confirmed that learning efficiency increased when each color was 
accurately distinguished or clothing of a single color was worn to be able to distinguish 
features such as arms, legs, and heads for learning efficiency.  

3.3 Impersonator Model Training 
In the network learning stage, we used liquid warping GAN (impersonator) [14], specializing 
in appearance transfer and novel view synthesis. Fig. 2 presents a schematic diagram 
illustrating the utilization of this network in our process. This network can easily apply actual 
images to images from new perspectives, and it can use sequential image as learning data to 
generate images from new perspectives. Such view synthesis techniques have been studied 
extensively, but there are no cases where they have been applied to sprite creation in the 
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gaming field. 
 

 
Fig. 2. Schematic diagram of the impersonator model employed in our production process. 

 
The impersonator is characterized by having a 3D body mesh recovery module [35] and a 

liquid warping block (LWB), and it preserves the target source’s feature information 
effectively during motion transfer. The liquid warping GAN network internally creates meshes 
from parameters such as the 3D meshes of each source image and reference images. The 
meshes created in each stage are used to separate the foreground and background of the source 
image. Finally, the background image, reconstructed source image, and reference image-based 
image are synthesized based on LWB data in the GAN module to generate a single new image. 
By repeating this process, a video with sequential images is generated. 

Of the three areas where the impersonator network can be used (i.e., (1) motion imitation, 
(2) appearance transfer, and (3) view synthesis), we used the (1) motion imitation technique 
to generate sequential images. The (1) motion imitation technique extracts sequential image 
using transfer on the target image. This can intuitively create the motion that is desired by the 
actual user and can adjust the animation frames by adjusting the sample level. However, a cost 
burden for recapturing motion may be incurred if the motion for the desired result cannot be 
captured successfully or the network’s learning results are poor. In (3) view synthesis, 360-
degree synthesized images can be extracted from motions observed from a certain point of 
view. This approach uses a methodology in which the motion provider captures the desired 
motion in stop motion form during motion capture and then motion-transfers it to 360-degree 
images. This learning methodology can improve motion clip productivity with intuitive motion 
capturing; however, there is the difficulty of having to directly select a motion from the desired 
angle. Fig. 3 shows the synthesized image results that were generated from the motion that we 
used. Blurry images were generated, which is typical of a GAN network. Nonetheless, we 
successfully generated synthesized images that were relatively similar to the desired image. 
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Fig. 3. Results of network learning. (Left) the motion clip captured by the user, (Right) the image 
generated by the proposed view synthesis technique. 

 

3.4 Background/Noise Removals 
The proposed process uses a GAN-based motion transfer network. This network can produce 
the desired outcomes efficiently; however, it has downsides like unstable learning and 
production of noise pixels in the testing phase. In actual game sprites, the background should 
be cleanly removed by assigning alpha values, and the images generated by a GAN network 
cannot meet this standard. To resolve this problem, we used a dedicated background remover 
network that we used was U2-Net [36]. U2-Net is a network developed based on U-Net [37]. 
U-Net mainly specializes in tracking Salient Object Detection (SOD) and segmenting objects. 
A structural feature of this network is that it forms a U shape because there is symmetry in the 
number of layers when dimension reduction and dimension expansion are performed. U2-Net 
increases learning capacity by performing the U-shaped network learning process an 
additional time. We used this network to remove the image’s background while leaving only 
the target character. 

Fig. 4 shows the image results that were generated by the background removal technique 
that we used. The quality of the results is excellent compared to the results of using Adobe’s 
Photoshop’s magic wand function to perform manual removal. While the background remover 
yielded satisfactory results, 2 – 5 white pixels closer to the character were not completely 
removed. We directly selected the sprites that would ultimately be used from among the 
generated images, and we manually removed some of the remaining gray pixels from only the 
final selected sprites. Normally, classic 2D games use approximately 30 – 100 images to create 
sprite sets for a single character. The proposed methodology entails a corresponding cost for 
manual noise removal. 
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Fig. 4. Comparison of (left) background removal using Photoshop’s magic wand and (right) the image 

generated by the proposed background and noise remover network. 
 

3.5 Atlas Map and Sprite Asset Generation 
The images with background removed following this process were collected in a single folder 
and selected by the user. For sprites used in games, a single atlas map is generated to minimize 
memory usage, and this is referenced and rendered in real time in the game. The Unreal and 
Unity engines, which are commonly used game engines in the current game industry, provide 
functions that automatically generate atlas maps from sets of single images at a certain size. 
In the proposed process, the generated maps are ultimately converted into game assets through 
the game engine’s asset generation process. 

4. Experimental Results 
To confirm the effectiveness of the proposed methodology, we attempted to generate the 
sprites required by a game that imitates the classic game Space Harrier [38] by the Japanese 
company SEGA. Fig. 5 shows a screenshot of the final results that were generated by the 
proposed method. Google Colaboratory, an artificial environment provided by Google, was 
used for network learning, and the Unity engine was used to develop game prototyping. 
 

  
Fig. 5. Screenshots of the target classic game (left) and an imitation game (right) using a sprite 

character created by the proposed process. 
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Fig. 6. Sprite image samples generated by the proposed process. 

 
We used the proposed process to generate five motions (short-distance leftward movement, 

long-distance leftward movement, short-distance rightward movement, long-distance 
rightward movement, and idling in place). Four to six frames were created for each sprite to 
generate one atlas map comprising 30 images. Each image was resized to 420 × 420 to make 
it compatible with the learning environment. The time spent creating all sprites include 1 hour 
to capture five videos, 1 hour to remove noise, and 1 hour to generate target images, for a total 
of 3 hours. Fig. 6 shows the generated sprite results. 

The traditional method for producing sprite effects have four stages. The first stage is (a) 
concept design. In this stage, a concept artist draws an initial effect drawing, making it 
consistent with the game’s visual concept. Subsequently, the lead artist confirms the drawing’s 
visual consistency. This stage requires two to three days of production for a simple effect, and 
the required time varies based on the original drawing’s complexity level. The next stage is (b) 
the sprite image production phase. In this stage, a 2D sprite creator normally uses a digital 
painting tool such as Adobe Photoshop to draw a sequence of successive images. This stage 
often requires one week of working time or more. The next stage is (c) creating the sprite in 
the game engine. In this stage, the image sequence is loaded into a game engine that is used to 
produce actual games, such as Unity or Unreal, and the asset that will be used in the actual 
game is created. The final stage is (d) the in-game evaluation stage, which evaluates the sprite 
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that was produced in the actual game engine. The production of a single sprite passes through 
these stages in sequence, and a single effect requires approximately two weeks, If the final 
result does not meet the art director’s evaluation standards, it is remade from the beginning or 
the intermediate results are modified. 
 

Motion 
clip source 

images 
 

Generated 
images 

 
Fig. 7. Original motion clips and their corresponding images generated by the network. 

 
In the proposed process, stages (a) and (b) are replaced. Using our proposed tool, sprites 

that are directed by the concept artist can be produced quickly and at a low cost. Additional 
postprocessing tasks may be needed for the GAN-generated images, but the existing sprite 
creation period of one week or more can be reduced to a maximum of 1 – 2 days, and the 
proposed process can allow sprites to be quickly replaced when the design change feedback is 
received. Generally, dozens or hundreds of sprites must be created during the game 
development process, and the use of the proposed tool can significantly reduce such 
development costs. The proposed methodology can generate sprites at the level required for 
prototyping production as intended even when the user does not have knowledge on art 
production. This shows that proposed method can be used effectively in the prototyping stage. 

Because sprites that are generated using this method are based on actual images, they 
feature relatively smooth transitions between motions. Fig. 7 shows the 1:1 matching 
relationship between a recorded motion clip and actual generated sprites. The overall form of 
the motion is similar to the recorded motion clip. This shows that the motion transfer network 
that is used in this process reveals the differences in each frame while preserving the overall 
shape and color of the subject. However, the subject’s feet and hands were not successfully 
generated in the images. Space Harrier requires motions with the main character holding a 
weapon. To reflect this, we recorded motions while holding a cylinder that is similar to an 
actual weapon. However, this was not successfully reflected in the obtained images, and the 
network depicted the corresponding parts in a blurry manner. This shows that the network has 
limitations regarding learning and generating objects such as character accessory attachments. 
In a normal game sprite, exaggerated action motions are specified for the key framework to 
maximize the dynamic feel of the motion. However, because the proposed technique tends to 
express the motion user’s raw motions in the real world, it is difficult to depict the extreme 
motions that are used in game genres such as action. Moreover, it appears that the technique 
can be used more effectively in game genres that present characters that are soft and have the 
same proportions as real-world human bodies. 

During the experimental phase we conducted trials and rectified errors. First, we confirmed 
that the image generated were more accurate when the size and point of view of the applied 
game character image were consistent with that of the captured image. To ensure this 
consistency, two to three rounds of preliminary learning were required. The lower the 
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consistency, the greater the inaccuracy of the resultant image. Fig. 8 shows the results that 
were generated when the aforementioned size and point of view conditions were not met. 
Despite these drawbacks, the proposed technique can produce numerous sprites in various 
styles once a production process that ensures consistency in the image’ size and points of view 
is set up once for a particular game genre. This should increase the efficiency of image 
production in games with real-world proportions that requires large amount of animation (e.g., 
Prince of Persia). 
 
 

 

 
Fig. 8. Images results generated by the network when the image compositions are different (top) and 

while the image sizes are different (bottom). 
 

5. Conclusion 
This study introduces motion transfer technology, which is used in the domain of computer 
vision, to a production process that can be used to create game sprites. Creating sprites often 
necessitates a considerable monetary investment. Due to this limitation, classic games and 
even recent 2D games are still using sprites with limited numbers of frames and perspectives. 
The proposed methodology facilitates the mass production of various sprites for quick 
prototyping and live game services. In sprite creation, there are significant differences in 
working time based on the quality of the sprite; however, even assuming that additional 
postprocessing is performed, the proposed methodology can drastically reduce working time 
compared to conventional manual work. This study performed experiments on realistic 
characters, but in actual 2D games, pixel-style characters are often used. In future studies, we 
aim to further develop the proposed network to ensure that it can generate pixel-style 
characters.  
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