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Abstract 

 
This paper studies the task of embedding nodes with multiple graphs representing multiple 
information channels, which is useful in a large volume of network clustering tasks. By 
learning a node using multiple graphs, various characteristics of the node can be represented 
and embedded stably. Existing studies using multi-channel networks have been conducted by 
integrating heterogeneous graphs or limiting common nodes appearing in multiple graphs to 
have similar embeddings. Although these methods effectively represent nodes, it also has 
limitations by assuming that all networks provide the same amount of information. This paper 
proposes a method to overcome these limitations; The proposed method gives different 
weights according to the source graph when embedding nodes; the characteristics of the graph 
with more important information can be reflected more in the node. To this end, a novel 
method incorporating a multi-channel gate layer is proposed to weigh more important channels 
and ignore unnecessary data to embed a node with multiple graphs. Empirical experiments 
demonstrate the effectiveness of the proposed multi-channel-based embedding methods. 
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1. Introduction 

Network embedding or graph embedding refers to the task of embedding a node in a network 
into a low-dimensional vector space. All nodes from a network such as a social network [1], 
mobile application (app) network [2, 3], or scientific paper network [4, 5] can be embedded 
through explicit or indirect connections. Embedding nodes enables similarities between nodes 
to be calculated and can be used for a variety of tasks such as node labeling, clustering, link 
prediction, visualization, and graph analysis [1]. Clustering is a representative task that can be 
used for the embedding task. Clustering groups similar nodes or documents and successfully 
extracting insights by classifying a large number of documents without an expensive prebuilt 
training set. Recently, clustering techniques have become frequently used for big data analysis. 
  
Network-based clustering is one of the methods that groups nodes quickly and effectively by 
analyzing the importance of nodes and the strength of relationships between them based on 
graphs. Network-based clustering methods generally show higher performance because nodes 
are treated as connected objects rather than independently [3]. 
In recent years, research that applies the word2vec algorithm [6], which is widely used for 
word embedding, to network embedding has become mainstream. The word2vec-based 
method embeds a node by predicting its neighbor nodes; a randomized algorithm such as a 
random walk is used to sample neighbor nodes. DeepWalk [7] assumes that nodes are closer 
if they generate a higher sampling frequency during a random walk when analyzing the 
connection relationships in a graph. Node2vec [8] improves performance by considering both 
a breadth-first search and depth-first search strategy. 
 

 
Fig. 1. Example of graphs built using different information. 

Although the existing method builds the graph through explicit connections, the connection 
between nodes can be determined in various ways. Fig. 1 shows graphs constructed differently 
according to various information about a mobile app. The graph on the left forms links between 
apps that share the same word in the title, and the middle graph connects applications created 
by the same developer. The third graph forms links between apps according to two topics: 
“con-stellation” and “camera,” All three graphs were built with different views for one app, 
reflecting three different characteristics. In this paper, we propose a multi-channel embedding 
method that considers various types of graphs simultaneously. When embedding a node, the 
proposed method learns various latent characteristics of the nodes. When using multi-channel 
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information, the importance of each channel should be considered. It is intuitive to give more 
weight to channels with more important information and not to use channels that are of little 
help. To this end, we propose a method of embedding a node by adding a gate layer including 
a reset gate to the neural network. 
The contributions of this paper are as follows. First, we propose a novel method that uses 
different types of interconnections to embed a certain node simultaneously using gated multi-
channel embedding methods; This not only enables the method to learn several characteristics 
of the node but also enforces node embeddings to focus on more important information 
channels. it leads to better performance on the benchmark test set. Second, we propose an 
indirect interconnection method that can be applied to all domains. Using topic analysis results 
derived from the other method, we were able to successfully create a graph suitable for 
clustering tasks. Lastly, We prove that the proposed method is effective for big data analysis 
by applying it to a large data set. 

2. Literature Review 

2.1 Neural network-based embedding 

The word2vec algorithm, which is based on a neural network, converts a high-dimensional 
integer vector represented by one-hot encoding into a low-dimensional real vector. CBOW 
and skip-gram are two methods that embed words with the word2vec algorithm [6]. CBOW 
learns to predict adjacent words from a series of input words, whereas skip-gram learns to 
predict a sequence of words from an input word. The learned projection layer is used to encode 
the one-hot encoded-word vector into a low-dimensional vector. As extensions of word-based 
representations, low-dimensional vector representations have been studied in terms of 
sentences, documents, or semantic units [6, 9, 10, 11, 12, 13, 14]. An embed-ding method 
called doc2vec, which is similar to word2vec, has been proposed to embed documents [9] and 
outperforms word2vec when comparing the similarity of documents [15]. Other studies have 
used knowledge bases to improve the performance of embeddings. Some studies have 
improved performance using the WordNet Knowledge Base [13, 16], whereas others have 
improved performance in a semi-supervised way [2]. In this paper, we improve the embedding 
performance using meta information and the topic analysis results of the latent Dirichlet 
allocation (LDA) model [17]. 

2.2 Graph Embedding 

Some studies have investigated embedding nodes in graphs by extending text embedding 
methods [7, 8, 18]. Various types of graphs for social networks [1], scientific papers [4, 5], 
protein interactions [8], drug-target interactions [19] and mobile apps [2, 3] have been 
embedded to predict, cluster, or visualize nodes. Many previous approaches focus on the 
sampling strategy that is used to select target nodes for prediction. The DeepWalk [7] and 
node2vec [8] approaches used randomized sampling methods to select target nodes. The LINE 
[18] approach is an edge-sampling approach for embedding a large network, taking into 
account both first- and second-order proximities to avoid underfitting. In this paper, we simply 
use first-order proximity to reduce complexity. To avoid underfitting, we use multi-channel 
information instead. Text information is one of the primary sources for node representations. 
A graph can be built by interconnecting the shared words in the text of nodes [4]. PTE [20] is 
a semi-supervised embedding method that uses text networks instead of an unsupervised text 
embedding method such as skip grams. Yoon et al. [3] also used a text network to embed a 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 17, NO. 6, June 2023                                    1623 
 

large number of mobile apps with a description set. In this study, we also use a text network 
as one of the basic channels for embedding nodes. 

 

 
Fig. 2. DeepWalk with multi-channel information. 

Recently, heterogeneous network embedding methods are being studied to utilize multiple 
information from multiple sources. NEDTP [19] builds a similar network of nodes based on 
15 heterogeneous information networks to predict drug-target interactions. Duong et al. [21] 
introduce a heterogeneous network embedding method using message passing [22] for an 
information retrieval system. MixSp [23] studies multiple networks and enforces node 
embedding to be similar across multiple networks with cross-view co-regularization. However, 
in these methods, all networks are treated with equal weight and do not differentiate between 
sensitive and neglected information. In this paper, we propose a method of assigning high 
weight to important information and giving low weight to unnecessary information. 

2.3 Network-based Clustering 
Network clustering is an unsupervised approach to clustering network objects with affinity [4, 
24, 25, 26, 27]; document networks or social networks are often clustered to analyze datasets 
without expending much human effort. Network-based clustering is different from content-
based clustering in that it clusters documents based on connectivity. The network-based 
approach has performed better than content-based clustering in certain tasks [20, 3] because it 
uses human-labeled information such as citations and tagging information. Academic papers 
with citations [4, 5], web documents with hypertext [25, 28], social networks [29], and news 
[30] with text networks have been clustered using the network-based approach. In this paper, 
we used network-based clustering on a large volume of mobile apps. To this end, we use three 
channels: text links, developer links, and topic links.  
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3. Multichannel Graph Embedding 

In this paper, multi-channel graph embedding means trans-forming 𝑉𝑉→ 𝑅𝑅+ when there are 𝐸𝐸𝐸𝐸 

∈ 𝐸𝐸 and 𝐺𝐺𝐸𝐸 ∈ 𝐺𝐺 for node-set 𝑉𝑉, edge set 𝐸𝐸, edge subset 𝐸𝐸𝐸𝐸, graph set 𝐺𝐺, and graph subset 
𝐺𝐺𝐸𝐸. We propose a method for multi-channel embedding. The DeepWalk algorithm is a method 
of embedding a network based on negative sampling, and as shown in Fig. 2, it can learn to 
predict a neighboring node for every channel, so that it can be easily extended to multi-channel. 
However, when embedding a node, a difference in the amount of information included in each 
channel is not considered. The proposed method adds a gate layer to the negative sampling 
algorithm and considers the importance of each channel. 

3.1 DeepWalk with Multiple Channels 
 
The DeepWalk algorithm with multiple channels learns the node embedding function 𝑉𝑉 →𝑅𝑅+ 
when graph 𝐺𝐺𝐸𝐸 = (𝑉𝑉, 𝐸𝐸𝐸𝐸) and 𝐺𝐺𝐸𝐸 ∈ 𝐺𝐺 are given for node 𝑉𝑉. Function 𝑓𝑓 is shared across all 

graphs, as shown in Fig. 2. For a given graph 𝐺𝐺𝐸𝐸 = (𝑉𝑉, 𝐸𝐸𝐸𝐸), 𝐺𝐺𝐸𝐸 ∈ 𝐺𝐺, this algorithm minimizes 
the negative log-likelihood of the following summation and learns 𝐸𝐸 embedding functions 𝑓𝑓𝐸𝐸 
∈ 𝑓𝑓, 𝑓𝑓 ∶ 𝑉𝑉 →𝑅𝑅+ as follows: 
 

argmin
𝑓𝑓

� �−𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙�𝑁𝑁𝑖𝑖𝑠𝑠(𝑣𝑣)�𝑓𝑓𝑖𝑖(𝑣𝑣)�
𝑣𝑣∈𝑉𝑉𝑓𝑓𝑖𝑖∈𝑓𝑓,𝑁𝑁𝑖𝑖

𝑠𝑠∈𝑁𝑁𝑠𝑠
 

 

Here, 𝑁𝑁𝑠𝑠(𝑣𝑣) denotes the set of neighbor nodes of 𝑣𝑣 and 𝑁𝑁𝑖𝑖𝑠𝑠 denotes the set of neighbor nodes 
of 𝑣𝑣 in the 𝑖𝑖-the graph. In this method, a neighbor node is sampled in a graph using a sequence-
based method [7]. The neighbor node 𝑁𝑁𝑠𝑠(𝑣𝑣) is selected from a window 𝜔𝜔 in a sequence. 
Because 𝑣𝑣 and 𝑓𝑓(𝑣𝑣) have a one-to-one mapping relationship, the probability of predicting the 
neighbor vector set 𝑁𝑁𝑠𝑠(𝑣𝑣) of embedding 𝑣𝑣 can be defined as follows: 

𝑙𝑙�𝑁𝑁𝑠𝑠(𝑣𝑣)�𝑓𝑓(𝑣𝑣)� = � 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑛𝑛𝑖𝑖|𝑣𝑣)
𝑛𝑛𝑖𝑖∈𝑁𝑁𝑠𝑠(𝑣𝑣)

 

In the embedding space, the symmetry between node 𝑣𝑣 and neighbor nodes must be satisfied. 
This is because the similarity between nodes 𝑣𝑣1 and 𝑣𝑣2 should be constant. The softmax 
function satisfies this property. 
 

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑛𝑛|𝑣𝑣) =
𝑒𝑒𝑒𝑒 𝑝𝑝�𝑓𝑓(𝑛𝑛)𝑓𝑓(𝑣𝑣)�

∑ 𝑒𝑒𝑒𝑒 𝑝𝑝�𝑓𝑓(𝑢𝑢),  𝑓𝑓(𝑣𝑣)�𝑢𝑢∈𝑉𝑉
 

 
Using the above formulas, the summation to be optimized can be calculated. 
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3.2 Gated Multi-channel Network Embedding 
 

 
Fig. 3. Network Embedding with a multichannel gate layer 

John et al. [31] proposed a multimodal gate unit to classify movie genres using both image 
and text modalities. Inspired by this study, the proposed method learns by selecting channels 
when embedding nodes by adding a multi-channel gate layer to the negative sampling 
algorithm for network embedding. Learning from multiple sources is closely related to 
information fusion. Information fusion finds the optimal way to select the necessary 
information from various sources of information to predict the correct answer. The simplest 
and most effective method of information fusion is an ensemble method using a weighted sum 
or voting on the prediction results of a model trained using each source. However, to obtain 
the result, several models must be run simultaneously. Therefore, a method called late fusion, 
which feeds multi-source information into a single model and performs fusion at the final 
decision stage has been recently studied. Another method is to fuse information from each 
source at the feature level. It is a method called early fusion, where information selected from 
each source is projected onto a shared latent vector space and used for prediction. Fusion-
based methods are commonly used for classification tasks. It uses classification-based neural 
networks such as CNNs and RNNs with an additional layer to handle information fusion. In 
this paper, an novel information fusion method for node embedding is introduced. It embeds 
network nodes by selecting important information from multiple sources by adding a gate layer 
to the negative sampling algorithm. That is, the gate layer used in GRU or LSTM is added to 
the multi-channel DeepWalk algorithm introduced in 3.1. Fig. 3 a shows the negative sampling 
algorithm using the proposed gate layer. In the DeepWalk algorithm, a node with multiple 
graphs is simply projected onto a shared latent semantic space using a negative sampling 
algorithm. It assumes that all graphs have the same weights and does not consider node 
representations between graphs. To solve this problem, a gate layer as shown in Fig. 3.b is 
proposed. Each 𝑒𝑒𝑖𝑖 represents a node 𝑒𝑒 represented in graph 𝑖𝑖. The update gate adjusts how 
much 𝑒𝑒𝑖𝑖 contributes to the output vector, and the reset gate determines how much information 
to ignore when 𝑒𝑒𝑖𝑖 contains unnecessary information. The equations governing the multi-
channel gate layer are as follows: 
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𝑧𝑧𝑖𝑖 = 𝜎𝜎 ��𝑊𝑊𝑖𝑖
(𝑧𝑧)

𝑘𝑘

𝑖𝑖=1

⋅ 𝑒𝑒𝑖𝑖�

𝑟𝑟𝑖𝑖 = 𝜎𝜎��𝑊𝑊𝑖𝑖
(𝑟𝑟)

𝑘𝑘

𝑖𝑖=1

⋅ 𝑒𝑒𝑖𝑖�

ℎ𝑖𝑖 = 𝑡𝑡𝑡𝑡𝑛𝑛ℎ �𝑒𝑒𝑖𝑖 + 𝑧𝑧𝑖𝑖 + 𝑟𝑟𝑖𝑖 ⊗�𝑒𝑒𝑗𝑗

𝑘𝑘

𝑗𝑗≠𝑖𝑖

�

ℎ = �𝑊𝑊𝑖𝑖
(ℎ)

𝑖𝑖

𝑘𝑘

⋅ ℎ𝑖𝑖

𝛩𝛩 = {𝑊𝑊𝑖𝑖∈{1,...,𝑘𝑘}
(𝑧𝑧) ,𝑊𝑊𝑖𝑖∈{1,...,𝑘𝑘}

(𝑟𝑟) ,𝑊𝑊𝑖𝑖∈{1,...,𝑘𝑘}
(ℎ) }

 

 
𝑧𝑧𝑖𝑖 and 𝑟𝑟𝑖𝑖 indicates results of the update gate and the reset gate. Θ indicates the parameters to 

be learned. With the gate layer, the probability of predicting the neighbor 𝑣𝑣 can be defined as 
follow: 
 

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑛𝑛| 𝑣𝑣) =
𝑒𝑒𝑒𝑒 𝑝𝑝 �𝑓𝑓�𝑀𝑀𝐺𝐺(𝑛𝑛)�𝑓𝑓�𝑀𝑀𝐺𝐺(𝑣𝑣)��

∑ 𝑒𝑒𝑒𝑒 𝑝𝑝 �𝑓𝑓�𝑀𝑀𝐺𝐺(𝑢𝑢)�,𝑓𝑓�𝑀𝑀𝐺𝐺(𝑣𝑣)��𝑢𝑢∈ 𝑣𝑣
 

 
𝑀𝑀𝐺𝐺 indicates the multi-channel gate layer. 
 

4. Evaluations 
 

Table 1. Test dataset. Five categories were selected in which various types of apps were registered. 
 
  Life Edu. Travel Tool Ent. 

Test 
dataset 

# Apps in set 1 802 806 890 840 760 

# Apps in set 2 1000 1000 1000 1000 1000 

#Classes 67 35 19 52 30 

 

4.1 Dataset and Experimental Setup 
To evaluate the effectiveness of the proposed multi-channel embedding methods, we applied 
the methods to a fine-grained clustering task. For the graph set, we used a mobile app dataset 
collected by web crawling the Google Play Store. 
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For the test dataset, we used a fine-grained clustering dataset[3]. The Google Play Store has 
fewer than 60 default categories that developers can select when registering their app. The 
following categories were selected for the test dataset: life, education, travel, tools, and 
entertainment. The details of the datasets are given in Table 1. The test set was classified into 
two sets to evaluate the single-labeling and multi-labeling clustering performance of the multi-
channel embedding model. For the first set, each app is assigned to a single cluster, and for the 
second set, each app can be assigned to multiple clusters. The mobile app datasets are formally 
defined as follows: 
 

• MobileApp Graphs: 𝐺𝐺𝑘𝑘 ∈ 𝐺𝐺  and 𝐺𝐺𝑘𝑘 =< 𝑉𝑉,𝐸𝐸𝑘𝑘 > . Each 𝐺𝐺𝑘𝑘  has its own rule for 
building edges 𝐸𝐸𝑘𝑘 between nodes, which are as follows: 

– 𝐸𝐸1: Connect apps sharing some title words; 

– 𝐸𝐸2: Connect apps sharing a topic; 

– 𝐸𝐸3: Connect apps built by the same developer. 

 
For our experiments, we used a system equipped with an Intel i9 CPU clocked at 4.6 GHz and 
128 GiB of main memory. 

4.2 Clustering Performance 
To evaluate the mobile app clustering performance of the multi-channel network-embedding 
algorithms GNME, we compared them with several existing embedding algorithms. We 
included not only neural-network-based embedding algorithms but also traditional frequency-
based algorithms. All methods compared in the evaluation are listed below: 
 

• TF: Nodes are embedded based on the term frequency in a description. The dimension 
of the embedding is decided by the total number of words 𝑁𝑁. 

• LDA: To embed nodes as vectors, the topic-score vector is calculated from the 
description of the mobile app based on LDA [16]. The topic number was determined 
to be 124 using parameter tuning. 

• Doc2vec: The doc2vec algorithm [13] is used for the node embedding. For this 
evaluation, we set the dimension size to 300, five negative examples were sampled, 
and the window was set to 8. 

• DeepWalk: Network embedding with the word2vec algorithm. This algorithm selects 
neighbors with a random walk strategy. Nodes sharing title words are connected as 
neighbors. 

• MDeepWalk: In Fig. 2, we applied the DeepWalk algorithm for multichannel 
embedding using the three channels introduced in Section 4.1. The algorithm predicts 
neighboring nodes from each of the three channels and reflects all their characteristics 
in the final node embeddings. 
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• GMNE: Fig. 3 depicts the proposed multichannel embedding algorithm with a gate 

layer. This layer assigns higher weights to more important nodes and channels, 
addressing the issues of the MDeepWalk algorithm, which treats all nodes equally. 

To evaluate the effectiveness of the embedding algorithms for graph clustering, each of the 
embedding algorithms was applied to the two following clustering algorithms: 

•  

Table 2. K-means clustering performance of each embedding method. 
 

Measure Embedding method Life Edu. Travel Tool Ent. Avg. 

Purity 
 
 
 

TF 0.39  0.39  0.7 0.28  0.32   0.42 
LDA 0.47 0.49 0.76 0.39 0.38 0.5 
Doc2vec 0.44 0.51 0.76 0.39 0.44 0.51 
DeepWalk 0.51 0.5 0.8 0.37 0.45 0.53 
MDeepWalk 0.53 0.55 0.82 0.45 0.42 0.55 
GMNE 0.58 0.61 0.88 0.51 0.49 0.61 

Entropy 
 
 
 

TF 3.25 2.67 1.26 3.85 3.12 2.83 
LDA 2.52 2.37 1.05 2.9 2.74 2.32 
Doc2vec 2.93 2.29 1.1 3.25 2.63 2.44 
DeepWalk 2.23 2.12 0.97 2.01 2.43 1.95 
MDeepWalk 2.31 2.09 1.04 1.99 2.31 1.95 
GMNE 2.07 1.96 0.92 1.94 2.08 1.8 

 

• K-means clustering: This clustering minimizes the variance between the clusters. Each 
cluster has one centroid, and each object is assigned to the nearest center; objects 
assigned to the same center gather to form a cluster. To fairly compare algorithms, the 
gold-standard number of clusters 𝐸𝐸 is given. For the development set, the lifestyle 
category was used and the hyperparameters were determined using the irace package 
[32]. 

• Keyword-based clustering: This clustering algorithm [3] clusters nodes by extracting 
representative words from a document. This algorithm calculates the probability that 
each app will be assigned to a specific cluster and assigns the app to the cluster when 
the probability exceeds a threshold. The advantage of this method is that it can be used 
for multiple labels. 

 

We used purity and entropy as the evaluation measures to compare the clustering performances. 
Purity is an external evaluation index for measuring the quality of the clusters and is 
determined as follows: 

𝑙𝑙𝑢𝑢𝑟𝑟𝑖𝑖𝑡𝑡𝑃𝑃 =
1
𝑁𝑁
�𝑚𝑚𝑡𝑡𝑒𝑒𝑗𝑗

𝑘𝑘

𝑖𝑖

�𝑐𝑐𝑖𝑖 ∩ 𝑡𝑡𝑗𝑗� 
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where 𝑁𝑁 denotes the total number of documents, 𝑐𝑐𝑖𝑖 denotes the 𝑖𝑖-th cluster predicted by the 
system, and 𝑡𝑡𝑗𝑗 denotes the cluster tag that appears the most often in the documents that belong 
to 𝑐𝑐𝑖𝑖. Purity has a value between 0 and 1, and a higher value indicates better performance. 
Entropy is an indicator that measures the degree of unexpectedness and is determined as 
follows: 

 

Table 3. Keyword-based clustering performance of each embedding method 
 
Measure Embedding method Life Edu. Travel Tool Ent. Avg. 
Purity TF 0.47 0.52 0.85 0.51 0.55 0.58 

LDA 0.55 0.68 0.89 0.63 0.64 0.68 
Doc2vec 0.64 0.61 0.81 0.69 0.62 0.67 
DeepWalk 0.65 0.6 0.8 0.7 0.63 0.68 
MDeepWalk 0.72 0.63 0.84 0.71 0.65 0.71 
GMNE 0.84 0.78 0.92 0.8 0.74 0.82 

Entropy TF 1.97 1.91 0.47 2.2 1.19 1.55 
LDA 1.5 1.29 0.45 1.25 1.48 1.19 
Doc2vec 1.25 1.32 0.43 1.14 1.35 1.1 
DeepWalk 1.27 1.26 0.51 1.23 1.3 1.11 
MDeepWalk 1.07 1.13 0.47 1.12 1.28 1.01 
GMNE 0.97 0.95 0.41 0.97 1.12 0.88 

 

𝐸𝐸𝑛𝑛𝑡𝑡𝑟𝑟𝑙𝑙𝑝𝑝𝑃𝑃 = ��−
𝑁𝑁𝑖𝑖
𝑁𝑁

× 𝑝𝑝�𝑡𝑡𝑗𝑗�𝑙𝑙𝑙𝑙𝑙𝑙𝑝𝑝�𝑡𝑡𝑗𝑗�
𝑗𝑗

𝑘𝑘

𝑖𝑖

 

where 𝑁𝑁𝑖𝑖  is the number of documents that belong to 𝑐𝑐𝑖𝑖 , and 𝑝𝑝�𝑡𝑡𝑗𝑗� is the probability that a 
document that belongs to 𝑐𝑐𝑖𝑖 is classified as 𝑡𝑡𝑗𝑗. 

Table 2 shows the performances of the embedding methods. The simple document 
frequency-based embedding method obtains average purity and entropy values of 0.42 and 
2.83, respectively, and yields the lowest values in all categories. The doc2vec and LDA 
methods have similar average values for purity; the LDA method performs better in the 
lifestyle category and the doc2vec method performs better in the entertainment category. The 
proposed GMNE methods perform better concerning both purity and entropy compared to the 
DeepWalk method. In particular, the GMNE method obtains results that are better than those 
of DeepWalk by 8% concerning purity and 0.15 concerning entropy, which indicates that a 
model considering various graphs with a gate layer is more effective than a model that 
considers only one graph. Furthermore, the proposed GMNE methods exhibit better 
performance in all categories, indicating that the consideration of multiple graphs and the use 
of the gate layer can improve the quality of the embeddings. Overall, our experimental results 
demonstrate that the proposed GMNE methods can effectively capture the multi-channel 
characteristics of social networks and outperform state-of-the-art methods in terms of both  
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Fig. 4. Multi-labeling performance. 

purity and entropy. Table 3 shows the keyword-based clustering performance. The 
MDeepWalk method also performs better than the existing methods in the keyword-based 
clustering experiments. In MDeepWalk, the results of topic allocation obtained by LDA were 
used as the input of the topic channel. This indirectly has the same effect as an ensemble model 
and improves performance when compared with using the LDA or DeepWalk method alone. 
When using multiple channels, GMNE is more effective than MDeepWalk for both the k-
means algorithm and the keyword-based algorithm. The keyword-based clustering 
performance evaluation in Table 3 further supports the superiority of the GMNE methods over 
other embedding techniques. Specifically, the results show that the MDeepWalk method 
outperforms existing methods, including LDA and DeepWalk, in terms of purity and entropy 
metrics. This is attributed to the use of topic allocation results from LDA as an additional 
channel to complement the existing graph-based channel in MDeepWalk. However, when 
multiple channels are considered, the proposed GMNE methods are shown to be more 
effective than MDeepWalk in both the k-means algorithm and the keyword-based algorithm. 
This suggests that GMNE is better able to capture the diverse sources of information present 
in social networks and use them to generate high-quality embeddings for clustering tasks. 

4.3 Multi-Labeling Performance 

An app can be assigned to multiple clusters depending on its nature. For example, the “star 
camera” app can be assigned to a constellation topic cluster or a camera topic cluster. Set 2 is 
a dataset that includes apps with multiple labels. We hence used this dataset to evaluate the 
performance of the proposed method in the multi-labeling task. The F-measure is used as the 
metric for the evaluation. The F-measure of cluster C 𝐹𝐹(𝐶𝐶) is defined as follows: 

𝐹𝐹(𝐶𝐶) = �
|𝑒𝑒𝑗𝑗|
|𝐷𝐷| max

𝑐𝑐𝑖𝑖∈𝐶𝐶
{𝐹𝐹},𝑤𝑤ℎ𝑒𝑒𝑟𝑟𝑒𝑒 𝐹𝐹 =

2𝑙𝑙𝑅𝑅
𝑙𝑙 + 𝑅𝑅

,𝑙𝑙 =
|𝑐𝑐𝑖𝑖 ∩ 𝑒𝑒𝑗𝑗|

|𝑐𝑐𝑖𝑖|
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In general, a high 𝐹𝐹(𝐶𝐶) value indicates that the cluster is of good quality. In this study, 
document 𝑒𝑒 was allocated to every cluster 𝐶𝐶𝑖𝑖, where 𝑝𝑝(𝐶𝐶𝑖𝑖|𝑒𝑒) > 𝑡𝑡ℎ𝑟𝑟𝑒𝑒𝑠𝑠ℎ𝑙𝑙𝑙𝑙𝑎𝑎 using the proposed 
clustering method. 

Fig. 4 exhibits the average F-measure scores of the embedding algorithms. The GMNE 
algorithm has an F-measure value of 0.75 for a threshold of 0.5, which is higher than those of 
doc2vec (0.66 at 0.45), DeepWalk (0.67 at 0.4), and MDeepWalk (0.68 at 0.45). The precision 
and recall for the highest F-measure value are respectively 0.77 and 0.73 for GMNE; 0.72 and 
0.61 for doc2vec; 0.7 and 0.64 for DeepWalk; and 0.68 and 0.69 for MDeepWalk. Hence, both 
the precision and recall of the GMNE method are higher than those of the other methods. 
Overall, the results demonstrate that the proposed GMNE method is effective in multi-labeling 
tasks and outperforms the other embedding algorithms. This is attributed to the ability of 
GMNE to capture the multi-channel characteristics of networks, which enables it to assign 
apps to multiple clusters accurately. The findings suggest that the proposed method can be 
useful in various applications, such as personalized recommendation systems and content 
classification. 

4.4 Ablation Test 
We conducted ablation studies to evaluate the influence of each channel in our model. 
MDeepWalk and GMNE obtain the best performance when used with all channels, as expected. 
In k-means clustering, the performance drops most drastically without the text network, while 
in keyword-based clustering, the performance falls most significantly without the topic 
network. This reflects the nature of the keyword-based clustering algorithm, which uses textual 
information. This property can retain some of the properties of a text network even without an 
explicit text network.  

These results demonstrate that all channels play a crucial role in achieving high performance 
in the proposed model. Overall, the ablation studies support the effectiveness of the proposed 
model in app clustering and suggest that all channels should be considered in app clustering 
tasks. 

Table 4. Keyword-based clustering performance of each embedding method 
  K-means Keyword-based clustering 
Method Channel Purity Entropy Purity Entropy 
MDeepWalk with all channels 0.554 1.948 0.71 1.014 

w/o topic network 0.523 1.957 0.681 1.121 
w/o text network 0.507 2.284 0.685 1.082 
w/o developer network 0.551 1.952 0.693 1.032 

GMNE with all channels 0.614 1.794 0.816 0.884 
w/o topic network 0.593 1.867 0.692 1.012 
w/o text network 0.542 1.989 0.759 0.911 
w/o developer network 0.597 1.852 0.791 0.909 
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5. Conclusion 

In this study, we proposed two methods for embedding a certain node using multiple graphs: 
the GMNE with a multi-channel gate layer, which obtained better results than the base methods. 
The contributions of this study are as follows: First, unlike the previous approaches, we used 
different types of interconnections to embed a certain node using multichannel embedding 
methods; this enables the embedding vector to learn several characteristics about the node. 
Second, we proposed an indirect interconnection method that can be applied in all domains. 
By using topic analysis results derived from another method, we were able to successfully 
create a graph suitable for clustering tasks. Lastly, we proposed a method with a multi-channel 
gate layer. The gate layer addresses the mismatch from different graphs; it obtains better results 
than the methods that do not use the gate layer. We believe this study provides interesting 
directions for research in embedding networks. There remains considerable room for 
improving the proposed methods by discovering new types of graphs. 
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