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Abstract

The automotive industry is undergoing a paradigm shift due to the convergence of IT and rapid digital 

transformation. Various components, including embedded structures and systems with complex architectures 

that incorporate IC semiconductors, are being integrated and modularized. As a result, there has been a 

significant increase in vehicle defects, raising expectations for the quality of automotive parts. As more and 

more data is being accumulated, there is an active effort to go beyond traditional reliability analysis methods 

and apply machine learning models based on the accumulated big data. However, there are still not many 

cases where machine learning is used in product development to identify factors of defects in performance and 

durability of products and incorporate feedback into the design to improve product quality.

In this paper, we applied a prediction algorithm to the defects of automotive door devices equipped with 

automatic responsive sensors, which are commonly installed in recent electric and hydrogen vehicles. To do 

so, we selected test items, built a measurement emulation system for data acquisition, and conducted 

comparative evaluations by applying different machine learning algorithms to the measured data. The results 

in terms of R2 score were as follows: Ordinary multiple regression 0.96, Ridge regression 0.95, Lasso 

regression 0.89, Elastic regression 0.91.
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1. Introduction

In recent years, the automotive industry has been rapidly transforming from a mechanical engineering sector 
to an electric and electronic devices industry. AI-equipped vehicles are becoming established as new IT devices. 
Currently, all automotive components in development are keeping pace with the structural changes in this 
industry. They are either creating new product categories or expanding existing ones to add new features and 
differentiate themselves from existing products.

However, as automobiles become more advanced, the components required are transitioning from analog 
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mechanisms to digital mechanisms. This shift towards digitalization brings about increased complexity and 
integration in the components, which can lead to a higher frequency of unexpected failures. As shown in Figure 
1, according to the data analysis conducted in Seoul over the past five years, it can be observed that vehicle 
and component defects account for a significant portion compared to simple car failures.

Figure 1. Vehicle breakdown and defect in Seoul comparison chart -For 

the past five years (2018 ~ 2023) [data source: Google big data]

As a result, the demand for high-quality automotive components is increasing, and the reliability of vehicles 

is being treated as a crucial aspect[1]. Traditional automotive manufacturers have made various efforts using 

statistical techniques for defect analysis to ensure product reliability. Currently, with the advancement of 

research and development in analysis algorithms such as machine learning and deep learning, which utilize 

big data, there is an opportunity to enhance and complement traditional analysis methods, yielding improved 

and more accurate results. In machine learning, it is essential to select appropriate test items, conduct suitable 

tests, and utilize the relevant algorithms to identify the factors of defects (independent variables) in the 

measured diverse data, ultimately pointing the root causes of anomalies. To enhance the product reliability of 

touch-sensitive door module components, which are commonly used in electric vehicles and other vehicles, 

we are interested in researching and evaluating the key factors that influence defect occurrences. This research 

aims to improve the overall reliability of automobiles. To acquire the necessary data, we designed a test 

apparatus capable of evaluating reliability using open-source hardware. The purpose was to create a simulation 

and measurement system that replicates real-time conditions, implementing operating conditions and durability 

testing environments similar to those experienced by actual vehicles. The developed simulation and 

measurement system for the door module incorporates electrical and mechanical mechanisms to enable the 

door module to undergo opening and closing operations, as well as measurement emulation, under actual 

operational or even harsher conditions. In this paper, the measured data from the sensors was encoded, 

processed, and applied to an analysis model using machine learning algorithms. Training and prediction were 

performed using the model, and evaluations were conducted to compare and analyze different machine learning 

models.

2. Previous Research and principal Background

2.1 Machine learning algorithms
Machine learning is an algorithmic approach that utilizes data to analyze interrelationships, identify patterns, 

learn rules, and perform predictive analysis. Machine learning algorithms can handle structured data as well 
as unstructured data, such as internet search queries and social media posts. These algorithms process and 
transform data into a numerical format that computers can understand. They analyze correlations in the data 
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and use mathematical solutions to discover patterns and select appropriate models. These models are then 
applied, trained, and validated based on their performance, using the results of validation to utilize the models 
for problem-solving[2]. Machine learning algorithms can be categorized into supervised learning, 
unsupervised learning, semi-supervised learning, and reinforcement learning. Among these, supervised 
learning algorithms are commonly used for prediction and classification tasks. Some of the key supervised 
learning algorithms for prediction and classification include k-Nearest Neighbors (kNN), Linear Regression, 
Logistic Regression, Support Vector Machines (SVM), Decision Trees, Random Forests, and Neural Networks. 
On the other hand, unsupervised learning algorithms include Clustering, Visualization, Dimensionality 
reduction, and Association rule learning, among others[3].

In regression analysis, the relationship between the dependent variable (the target variable to be predicted) 
and the independent variables (the input features used by the model for prediction) is represented by a linear 
function. The goal is to find the best-fitting line or curve that represents this relationship and can be used to 
make predictions. The linear function is typically expressed as a linear equation, where the coefficients of the 
independent variables determine the slope and intercept of the line or curve[4].

                                                                    (1)

β0 : Intercept of the regression equation, βi : slope(weight), εi : residual
β0, βi : parameters to be learned by the model (linear coefficients)

In this paper, regression analysis algorithms were applied due to the nature of the continuous time-series 
data. To execute machine learning algorithms, libraries such as Python's scikit-learn (sklearn) were used to 
preprocess and analyze the data. Additionally, visualization techniques were employed to aid in the analysis 
process.

3. Propose method and discussion

3.1 System Design and Configuration
In this study, we developed a measurement emulation system to obtain measurement data for a touch-

sensitive vehicle door handle device – Retractable Door Outside Handle(RDOH) that is widely used in recent 
domestic and international electric vehicles. The overall measurement system is shown in Figure 2. To consider 
the flexibility of the system, we utilized open-source hardware MCU boards such as Raspberry Pi and Arduino.   

Additionally, to increase the accuracy of the data, we equipped a high-resolution DAC board with a higher 
number of bits and resolution. The selection of sensors(Loadcell, Thermocouple, Humidity, Hole effect, etc)
was also based on their resolution considerations.
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Figure 2. Machine learning measurement system

The acquired measurement data is stored in CSV format and converted into usable data for training machine 
learning models. It is then split into training data and testing data, which are commonly referred to as training 
data and test data, respectively.

3.2 Machine Learning Process
The steps of performing machine learning involve analyzing and transforming the characteristics of the 

acquired data to apply it to a model. The process includes data preprocessing, where the data is cleaned and 
transformed, and the data is split into training data and test data for model application and evaluation, 
respectively. The machine learning process involves selecting an appropriate machine learning algorithm 
model using the training data and performing the learning process. After training the model, predictions are 
made using the trained model, and evaluation is conducted. The machine learning process follows a sequential 
order as depicted in Figure 3.

Figure 3. Procedure for performing machine learning
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3.3 Data pre-processing
Data preprocessing is a process that is performed before data analysis. It involves improving the quality of 

the data, extracting features from the data, and converting the data into a format that is suitable for modeling. 
If the quality of the data is not good, the performance of the model may be degraded. If features are not 
extracted from the data, the model may not be able to understand the data or process the data.

In order to analyze the acquired data, it needs to be transformed into a usable form. First, the basic 
information of the input data is examined to understand the types of data variables. The test items in the 
collected data that have a pass/fail result value have an object variable value. In a data frame, the "object" type 
usually represents strings, so they need to be converted to numerical form for analysis. Additionally, data that 
appears as "object" with attached units should be converted to numerical form. Furthermore, it is important to 
check for missing values in the data. Missing values are commonly represented as NaN or Null. If such missing 
values exist, they can make model analysis challenging, so they need to be removed using Python functions.

Since there are unordered categorical data in the features, they need to be converted to numerical form using 
techniques such as one-hot encoding or label encoding. Additionally, irrelevant items that are not related to 
the prediction target should be removed. As the units and scales of each feature may vary, it may be necessary 
to scale them to the same range if needed. The common approach to scaling variables is to normalize the data, 
which involves subtracting the mean from each variable and dividing it by the standard deviation. This process 
is known as standardization or z-score normalization.

3.4 Training and Validation data splitting
To train a machine learning model, it is necessary to divide the acquired data into training data and test data. 

The training data is used for model training, while the test data is used for prediction. The train_test_split() 
function from the scikit-learn's model_selection module is commonly used to split the data. Typically, a ratio 
of (70 ~ 80) : (20 ~ 30) is used, where the larger portion is allocated for training data and the smaller portion 
for test data.

3.5 Model selection and Training
The characteristics of the collected data indicate that it is a time series data type with continuity, and there 

is a linear relationship between the features and the labels. Therefore, a regression model was selected among 
machine learning algorithms. The representative linear regression and n-regularized linear models, such as 
Ridge regression, Lasso regression, and Elastic Net regression, were chosen. Elastic Net regression combines 
both Ridge regression and Lasso regression regularization, allowing for adjustment of the ratio between the 
two, which can improve prediction performance.

                        (2)

J(θ) : Cost function of Elastic Net regression
MSE(θ) : Mean Squared Error
When the mixing ratio (r) is 0, it is equivalent to Ridge regression, and when r is 1, it is 
equivalent to Lasso regression. The mixing ratio adjusts the combination between 0 and 1

The mixing ratio is the ratio of the regularization terms of ridge regression and lasso regression. The closer 
the mixing ratio is to 0, the closer it is to ridge regression, and the closer it is to 1, the closer it is to lasso 
regression. By adjusting the mixing ratio, we can prevent overfitting and underfitting of the model.

3.6 Prediction and Evaluation
By applying the trained model to the validation data, we can predict the target values. To evaluate the 

performance, various evaluation metrics such as MAE (Mean Absolute Error), MSE (Mean Squared Error), 
RMSE (Root Mean Squared Error), R2, etc., are commonly used. It is possible to adjust the parameters to 
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improve the prediction performance.

                                  (3)

: Predicted value   Yi  : actual value

N : Number of observations/rows

                                 (4)

                               (5)

4. Simulation

The drive and measurement emulation system developed to verify the performance of a capacitive vehicle 
door device, which is a car component, is depicted in Figure 4.

The data for the product was measured and collected in the system, and machine learning algorithms were 
applied to the collected data for training.

Figure 4. RDOH Measuring System

To conduct technical evaluation, specific measurement criteria were defined, and the types of acquired data 
are listed in Table 1. The selected criteria for the durability test include the time, force, and noise involved in 
opening and closing the door handle, as well as environmental conditions such as temperature and humidity. 

The handle's impact during the test was also considered as a measurement item.
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Table 1. Measured acquisition data Item

The measured data was adjusted data preprocessing and analyzed in Python to perform data correlation. The 
following figure 5 illustrates a scatter plot using a visualization library.

Figure 5. Scatter plot for data correlation.
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The object-type variables were converted to numerical values, and due to the varying units of different 
variables, scaling was performed to make the data consistent. Additionally, through analysis, variables with 
weak correlations to the target variable were removed. Measured Acquisition data items Are listed Table 2.

Table 2. Measured acquisition data Item

We applied various types of scaling and found that the Robust Scaler provided the most suitable results after 
scaling. After splitting the data into training and validation sets, machine learning algorithms were applied for 
training. In the case of regularized regression models, the default value for the alpha parameter was used during 
prediction evaluation. The results showed that the mean squared error (MSE) values were fairly similar across 
all models. However, the R2 score values differed slightly. For the ordinary multiple regression model, the R2

score was 0.96, while for Ridge regression, it was 0.95. In the case of Lasso regression, the R2 score was 0.89, 
and for ElasticNet regression, it was 0.91.

R2 score is an indicator that measures the goodness of fit of a regression model. It has a value between 0 and 
1, and the closer it is to 1, the better the fit of the model. R2 score indicates how well the model explains the 
data and how much noise there is in the data.

Table 3. Evaluation results

5. Conclusion

With the advancement of artificial intelligence technology, the application of machine learning and deep 
learning is gradually expanding in various fields. While various analysis techniques have been used in the 
automotive industry to address issues such as product defects, the use of machine learning algorithms in this 
field is still relatively limited. In this paper, an open-source hardware and IoT-based data measurement system 
was developed to assess the performance of the capacitive door latch device module installed in electric 
vehicles. Experimental data was collected using this system, and since the collected data exhibited a time-
series continuity, regression-based machine learning algorithms were applied for analysis. To ensure smooth 
execution, the data was refined through numerical transformation and scaling operations. Irrelevant variables 
were removed based on correlation analysis. To determine the optimal algorithm for prediction, we utilized 
libraries such as scikit-learn in Python to train models and conduct prediction tests on the developed algorithms. 

The evaluation results were compared among different machine learning algorithms. Ordinary multiple 
regression achieved the highest R2 score of 0.96, indicating its significant predictive capability as the score 
approaches 1. However, in the case of regularized regression models, the numeric values can be increased by 
adjusting the alpha value. Since the data obtained from simulation equipment has limitations, future research 
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plans to perform comparative evaluations through the accumulation of real-time data and the application of 
various value adjustments, such as reinforcement learning.
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