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Abstract 

 

Given the surge in the elderly population, and increasing in dementia cases, there is a growing interest in 

digital therapies that facilitate steady remote treatment. However, in the cognitive assessment of digital 

therapies through clinical trials, the absence of log data as an essential evaluation factor is a significant issue. 

To address this, we propose a solution of utilizing weighted derived variables based on high-importance 

variables' accuracy in log data utilization as an indirect cognitive assessment factor for digital therapies. We 

have validated the effectiveness of this approach using machine learning techniques such as XGBoost, LGBM, 

and CatBoost. Thus, we suggest the use of log data as a rapid and indirect cognitive evaluation factor for 

digital therapy users. 
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1. INTRODUCTION 
 

Due to the rapid aging of the domestic population, experts predict that the proportion of elderly people over 

the age of 65 will reach 24.3% in 2030 [1], expressing concerns about the super-aging society. In this context, 

digital therapeutic agents for elderly diseases are receiving great attention since they can receive treatments 

steadily at home without a direct visit to a hospital. Digital therapeutics (DTx) refers to software programs that 

are appropriate for preventing, managing, or treating medical measures alone or in combination with other 

treatments such as drugs or devices [2]. Among them, this paper focuses on DTx for improving Mild Cognitive 

Impairment (MCI). SUPERBRAIN is a DTx for MCI patients released by Rowan Inc, a software program that 

increases accessibility by using a tablet for cognitive training based on cognitive function improvement 

experiments performed in the FINGER study [3, 4]. Figure 1 shows SUPERBRAIN’s treatment environment. 

According to the prior study, MCI DTx showed significant cognitive function improvement through active 
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multi-domain intervention such as exercise, diet, cognitive training, and prevention and management of 

vascular diseases in the existing dementia high-risk group.  

However, in the process of assessment of cognitive function, doctors do not utilize the outcome of digital 

therapeutics log data that is derived while the user uses the DTx [5, 6, 7]. Currently, when assessing whether 

a patient's cognitive abilities have improved during the use of digital therapeutics, doctors rely on the 

conventional method of referring to the diagnostic criteria of DSM-5 to make judgments. However, they are 

not incorporating the log data of the digital therapeutic used during the patient's cognitive improvement process 

into the diagnostic assessment. 

Our paper suggests a key performance indicator to help the evaluation of a patient’s cognitive ability. Prior 

studies have addressed the creation of a score by adherence to weight according to its importance [8, 9]. In this 

regard, we propose a CogScore which is a derived feature based on log data with weights assigned. The level 

feature was selected to impose weight based on the SHAP method (SHapley Additive exPlanations). 

Furthermore, we confirmed CogScore through a comparison of expectation performance done by machine 

learning techniques (XGBoost, LGBM, CatBoost). Therefore, this paper proposes CogScore as an indicator 

that can be indirectly used for cognitive function judgments in the app by assigning weights to significant 

features among the collected features using machine learning-based data analysis techniques, in addition to the 

diagnosis of physicians. In the future, it is necessary to contribute to the analysis of DTx log data by using 

accumulated log data from developing DTx agents as an auxiliary tool that can be used effectively for users' 

cognitive function judgments.  

In this paper, we examine existing studies that researched predictions of diseases by using healthcare data. 

After that, we explain the whole process of our proposed machine learning approach, from data collection to 

the creation of a new variable. To this end, we compare the performance results by using evaluation metrics. 

The contributions of our work are (1) the first empirical analysis of the digital therapeutics user log data, and 

(2) the generation of CogScore that contributes to indirect cognitive ability judgments in medical assessment.  

 

2. RELATED WORK 
 

DTx log data is included in the domain of healthcare data. A large body of prior work has investigated 

effective data analysis on healthcare data especially that explores dementia prediction or detection. 

Mathotaarachchi et. al. [10] conducted research with ADNI-GO/2 datasets to predict the progression from MCI 

to Alzheimer’s disease. Herzog et. al. [11] also worked to diagnose Mild Cognitive Impairment and 

Alzheimer’s disease with machine-learning classification algorithms. In addition, Deepika et. al. [12] 

performed a dementia detection study using four machine learning algorithms (J48, Naive Bayes, Random 

Forest, Multilayer Perceptron) with brain MRI datasets from OASIS_Brain.org. Furthermore, Mathkunti et.al. 

[13] studied the diagnosis of dementia with Parkinson’s disease data using a support vector machine (SVM), 

K-nearest neighbor (KNN), and linear discriminant analysis (LDA). In addition, Zhu et.al [14] evolved a 

dementia diagnosis design, which classifies normal people, MCI, VMD (Very Mild Dementia), and dementia 

based on an ML classification mechanism utilizing 37 features questionnaires completed by 5,272 participants. 

These earlier works primarily focused on dementia datasets analyzed by machine learning algorithms. Besides 

the research with the dementia datasets, various studies have been performed with a focus on lifelogging 

datasets. Kim et. al. [15] used to sleep and walking data from wearable devices in middle-aged men for machine 

learning regression to analyze the relationship between heights and BMI (Body Mass Index). Also, Kim et.al. 

[16] inspected a sleep habit prediction method based on sleep data from wearable devices applying ensemble 

machine learning algorithms. Furthermore, Kwon et.al. [17] studied the prediction of healthcare app customer 

attrition using Recurrent Neural Network with lifelog data and text message data from the digital healthcare 
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app, Noom. Next, Palbar et.al [18] worked to predict blood glucose levels using a multimodal lifelog dataset, 

NTCIR-14, collected from wearable cameras. This work implemented diverse prediction algorithms (Random 

Forest, SVM, XGBoost, and Elastic Net Regression). All of these works show that healthcare datasets are well 

investigated through a lot of machine learning analysis.  

 

3. METHOD 
 

3.1 Data Collection 

This paper is based on the SUPERBRAIN, DTx for MCI patients, app log data collected from the study of 

cognitive impairment improvement through lifestyle intervention for the elderly from September 27, 2021, to 

February 8, 2023 [4]. Figure 1 shows SUPERBRAIN’s treatment environment. In the previous study, data 

were assembled from nineteen different hospitals with multi-domain intervention programs for at-risk elderly 

people. The collected data consisted of 211 users aged 45 to 85 and 67,493 app log data. The data include sex, 

education, height, age, level of the game, brain area based on hand shape, brain area based on hand movement, 

brain area based on the game, big cognitive area, small cognitive area, main attribute, and score accuracy. 

Score accuracy is the percentage of questions answered correctly by users when playing the game, calculated 

by dividing the number of correctly answered questions by the total number of questions. The number of 

questions varies depending on the levels and the type of the game. Once a level is completed, the score accuracy 

of the user is stacked in the log. For instance, if a user plays a Sudoku game up to level four, then the score 

accuracy for each of the four levels will be stored in the log data. 

 

Figure 1. SuperBrain, MCI DTx by Rowan Inc 

 

 

Table 1. Demographic characteristics of all participants 

Characteristic

s 

 All Participants (n=211) 

Sex Male 76 (36%)  

 Femal

e 135 (64%) 

Education  10.50 ± 4.41 

Age  73.66 ± 5.91 

 

3.2 Data Preprocessing 

In the process of selecting variables to address the issue that the results of regression analysis may not be 

significant when there is a high correlation among independent variables, Variance Inflation Factor (VIF) 

stepwise feature selection method was chosen to calculate multicollinearity. Multicollinearity refers to cases 

where some independent variables can be expressed as a linear combination of other independent variables. 

The calculated VIF values are shown in Table 2. Based on the conventional analysis method that considers 

VIF values above 10 as indicating a significant multicollinearity problem, the big motor cortex, age, and height 

variables were removed. After that, the education, and score accuracy variables were normalized using min-

max scaling, and then the sex, manipulation motor cortex, brain area, big cognitive domain, small cognitive 
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domain, and main attribute were label encoded. 

 

Table 2. Collected Variables and Descriptions 

Variables Description 

Sex User’s sex 

Education User’s duration of education 

Height User’s height 

Age User’s age 

Level The level of difficulty in DTx games 

Big_motor_cortex The shape of hand 

Manipulation_motor_cortex The manner of hand movement 

Brain_area The stimulation area of the brain 

Big_cognitive_domain Main cognitive domain of games 

Small_cognitive_domain Subsidiary cognitive domain of games 

Main_attribute Main type of games 

Score_accuracy Accuracy rate of game presented as score 

 

Table 3. Variable Inflation Factor results of Independent variables 

Variables Variance Inflation Factor 

Manipulation_motor_cortex 1.809228 

Sex 1.852742 

Brain_area 2.134802 

Main_attribute 2.532377 

Level 3.372074 

Big_cognitive_domain 4.445988 

Small_cognitive_domain 5.555214 

Education 8.453451 

Big_motor_cortex 19.374587 

Age 19.745817 

Height 27.682645 

 

     3.3 Modeling 

The variables obtained through data preprocessing were trained using three machine-learning regression 

models (XGBoost Regression, CatBoost Regression, and LightGBM Regression). The obtained data were 

applied 5-fold cross-validation to find an optimal condition of the model. The train and test datasets were 

divided into an 8:2 ratio. XGBoost is a gradient-boosting machine that successfully handles instance weights 

in tree learning, applying a weighted quantile sketch procedure [19]. LightGBM is a subset of the Gradient 

Boosting Machine and it improves the learning process speed by using Gradient-based One-Side Sampling 

(GOSS) and Exclusive Feature Bundling (EFB) [20]. CatBoost (Categorical Boosting) is an ensemble 

algorithm that applies gradient boosting to efficiently deal with categorical features using categorical feature 

combinations [21] 
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Figure 2. Flowchart for Mild Cognitive Data modeling 

 

Figure 2 shows the overall flow of data preprocessing, modeling, and evaluation [22]. We used Optuna 

which is an open source python library introduced by Akiba et al. in 2019 to find the optimal hyperparameter 

values [23]. The hyperparameter values for each model obtained with the Optuna software framework are 

shown in Table 3. The machine learning algorithms were trained using these hyperparameter values. 

 

3.4 Creation of CogScore, A New Derived Variable for Cognitive Ability 

SHAP values are based on a unification of ideas from game theory and local explanations [22]. After training 

the data, the feature importance of the machine learning algorithm was evaluated using the SHAP method. 

Feature importance results of three machine learning models show that level, and brain area features are more 

important than other features. Considering that the data has many categorical variables, we focus on the feature 

importance results of CatBoost. Figure 2 shows the feature importance result of CatBoost using the SHAP 

method. 

 

Table 4. Hyperparameters for XGBoost, Light GBM, CatBoost 

XGBoost Light GBM 

num_leaves 3 num_leaves 43 

colsample_bytree 0.9486043979 colsample_bytree 0.8951191546 

reg_alpha 0.04689631939 reg_alpha 0.6010389534 

reg_lambda 6.262871483 reg_lambda 8.052231968 

max_depth 10 max_depth 9 

learning_rate 0.1877465453 learning_rate 0.00283069635 

n_estimators 677 n_estimators 1026 

min_child_weight 13 min_child_samples 13 

subsample 0.5520731753 subsamples 0.5268907503 

CatBoost   

max_depth 10   

min_child_samples 6   

n_estimators 354   

learning_rate 0.1276656705   
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Figure 3. Feature Importance of Shapley Additive exPlanations Method 

 

This study created a newly derived variable called CogScore by applying level-specific weights to the score 

accuracy. SUPERNBRAIN DEX (Dementia eXit), the latest version of dementia DTx by Rowan Inc, 

distributed game levels to three groups (easy, basic, advanced). In the DEX application, easy groups contain 

levels 1 and 2, basic groups contain levels 3 and 4, and advanced groups contain other levels. According to 

this level distribution of the DEX app, we divided the level into three groups (easy, basic, and advanced) and 

assigned different weights, called LevelWeight. The reason we divided into three groups is that the distribution 

of the level was clustered into each group which led to efficiency in the grouping. The easy group’s weights 

are assigned 0.15, the basic group’s weights are 0.35, and the advanced group’s weights are assigned 0.5. We 

made a new variable CogScore applying LevelWeight to score accuracy variables. 

 

𝐶𝑜𝑔𝑆𝑐𝑜𝑟𝑒 = 𝑆𝑐𝑜𝑟𝑒𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 × 𝐿𝑒𝑣𝑒𝑙𝑊𝑒𝑖𝑔ℎ𝑡 

𝐿𝑒𝑣𝑒𝑙𝑊𝑒𝑖𝑔ℎ𝑡 =  {0.15,   𝑖𝑓 𝐿𝑒𝑣𝑒𝑙 = 1, 2 0.35,   𝑖𝑓 𝐿𝑒𝑣𝑒𝑙 = 3, 4 0.5,   𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  

 

4. RESULTS AND DISCUSSION 
 

After preprocessing the data, regression analysis was performed on the score accuracy, which is a dependent 

variable using XGBoost, Light GBM, and CatBoost models. To evaluate the performance, the metrics R-

square, Adjusted R-square, MAE, and RMSE were used, and the results are shown in Table 5 in the section 

"Without CogScore". After introducing CogScore, regression analysis was performed using the same models 

as before, and improved results were observed in all four metrics, which are shown in the "With CogScore" 

section of Table 5. The performance of predicting CogScore improved by about two times compared to the 

previous performance in all metrics, demonstrating the potential utility of CogScore. CogScore is an indirect 

cognitive ability indicator, based on the Feature Importance results of the SHAP method to analyze the impact 

of level on score accuracy. Prior studies have addressed the creation of scores that predict the disease well. 

Clark et al. [8] adhered to the weight according to sex and created a chronic disease score. Boldrini et al. [9] 

also introduced echocardiography scores for the efficient diagnosis of cardiac amyloidosis. All these works 

have focused on introducing a new score system according to the weight and features based on the data as well 

as our research.  

Furthermore, as an aspect of computational efficiency, Light GBM is the fastest model, and XGBoost is the 

slowest model. Since Light GBM is a machine learning algorithm that enhances learning speed, it is obvious 

that Light GBM’s computational efficiency is better than XGBoost.  

Additionally, when considering the overall results, CatBoost showed the highest performance among the 

three models, which can be attributed to its high performance with categorical data, as seven out of the eight 

columns used in this study were categorical. According to prior studies, CatBoost is empirically known as the 

algorithm that has high performance in categorical datasets [25, 26, 27]. The findings suggest that our work is 

significantly related to the prior work. 

Although this study added weight to score accuracy only for the level with the highest feature importance, 

future work may add various features such as response time and age from user log data as weights. If cognitive 



Prediction of Cognitive Ability Utilizing a Machine Learning approach based on Digital Therapeutics Log Data                      23 
 

ability is measured not only by the scores assessed by physicians but also by scoring user log data from digital 

therapeutic use, it can be used as a complementary, indirect, and fast indicator for assessing cognitive ability. 

 
Table 5. Performance Comparison of XGBoost, Light GBM, CatBoost 

 Model R-square Adj. R-square MAE RMSE Time (s) 

Without 

CogScore 

XGBoost 0.4762 0.4758 0.1258 0.1839 117.6 

Light GBM 0.4101 0.4097 0.1389 0.1951 18.6 

CatBoost 0.4596 0.4593 0.1293 0.1868 80.09 

With  

CogScore 

XGBoost 0.864 0.864 0.0673 0.1041 115.4 

Light GBM 0.8266 0.8265 0.0788 0.1175 18.6 

CatBoost 0.8581 0.858 0.0697 0.1063 71.8 

 

5. CONCLUSION 
 

This paper contributes to the very timely discussion of DTx log data and is the first to analyze user log data 

from the Korean MCI DTx. We propose a derived variable called CogScore that can be used as a 

supplementary tool for assessing cognitive ability when using digital therapeutics for MCI based on score 

accuracy and level-specific weights. Notably, the effectiveness of the proposed variable was confirmed through 

machine learning algorithms. In our study, variables with high multicollinearity were removed using VIF, and 

categorical variables were encoded using label encoding while numerical variables were normalized using 

min-max scaling for preprocessing. The performance of the machine learning models XGBoost, Light GBM, 

and CatBoost was compared based on the application of CogScore, which was created by assigning weights 

to level-specific score accuracy. The high performance of CogScore was demonstrated, and based on these 

results, it is suggested that not only physician diagnoses but also the analysis of DTx log data can be used as 

an efficient complementary factor in assessing cognitive ability in MCI users of DTx. 
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