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Abstract

The selection of the correct examination variables for diagnosing heart disease provides many benefits, including faster

diagnosis and lower cost of examination. The selection of inspection variables can be performed by referring to the data of

previous examination results so that future investigations can be carried out by referring to these selected variables. This paper

proposes a model for selecting examination variables using an Artificial Bee Swarm Optimization method by considering the

variables of accuracy and cost of inspection. The proposed feature selection model was evaluated using the performance

parameters of accuracy, area under curve (AUC), number of variables, and inspection cost. The test results show that the

proposed model can produce 24 examination variables and provide 95.16% accuracy and 97.61% AUC. These results indicate a

significant decrease in the number of inspection variables and inspection costs while maintaining performance in the excellent

category.

Index Terms: Bee Swarm Optimization, feature selection, examination fees, coronary heart disease

I. INTRODUCTION

Heart disease is a non-communicable disease that is the

leading cause of death worldwide, including in Indonesia.

Based on the Basic Health Research (RISKESDAS) data

from 2018, the incidence of heart disease has shown an

increasing trend, with the prevalence of heart disease in

Indonesia at 1.5%. This means that 15 of 1,000 Indonesians

suffer from heart disease. Heart disease is still the number

one cause of death since Covid-19 and is referred to as a

“silent killer”. Most people consider medical checkups after

facing significant heart issues. Therefore, it is important for

everyone to play a role in preventing the high number of

deaths from heart disease. Prevention can be achieved

through regular checks. Routine checkups certainly time-

consuming and expensive but bring many health benefits.

The development of artificial intelligence has affected the

development of diagnostic models for coronary heart dis-

ease. Many studies have developed artificial intelligence-

based diagnostic models, namely, models that focus on the

use of machine learning algorithms for classification. The

performance of diagnostic system models with machine

learning is mainly determined by the accuracy of the classifi-

cation algorithm; however, determining the appropriate

examination variables is also very important. Determining

the correct examination variable requires a suitable feature

selection method. The selection of inappropriate features

will affect the performance of the diagnostic system model.

Feature selection methods have been developed using several

approaches, including Wrapper [1]. Feature selection using

the Wrapper approach is largely determined by the method

used to determine the selected feature subset. The determina-
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tion of feature subsets in the Wrapper approach was devel-

oped using a metaheuristic algorithm [2]. Several metaheuristic

algorithms can be used, including genetic algorithms (GAs),

Particle Swarm Optimization (PSO), Artificial Bee Swarm

Optimization (ABSO), and Artificial Bee Colony (ABC).

However, they have both advantages and disadvantages. The

accuracy of the chosen algorithm has an impact on the per-

formance of the proposed system.

This paper proposes a coronary heart disease diagnosis

model using the ABSO-based feature selection method. The

ABSO-based feature selection model uses an objective func-

tion that considers system performance and inspection costs.

The system performance was measured using the area under

curve (AUC) performance parameters, accuracy, number of

features, and total inspection costs.

II. LITERATURE REVIEW

Metaheuristic algorithms are inspired by the behaviors of

ants, insects, bees, and butterflies. Metaheuristic algorithms

that consider bee behavior have been developed and applied

in various engineering fields [3-5], mostly numerical optimi-

zation. Karaboga et al. [6] proposed an artificial bee colony

(ABC) algorithm. In the ABC algorithm, bees attempt to find

food sources and advertise them. Onlookers follow their

attractive employed bees and scout bees fly spontaneously to

find better food sources. Regarding bee behavior, Yang [7]

proposed a virtual bee algorithm (VBA). The aim of VBA is

to optimize two-dimensional numerical functions using a

collection of virtual bees that move randomly in the phase

space and interact by searching for food sources that match

the coded function values. The intensity of the interaction

between these bees yields a solution to the optimization prob-

lem. Sundareswaran et al. [8] proposed a different approach

based on the natural behavior of honeybees during nectar

collection, where randomly generated employed bees are

forced to move towards elite bees. This represents the opti-

mal solution [8]. Bees move based on a probabilistic

approach. The flight step distance of the bees was used as a

variable parameter in the algorithm. Experiments show that

the algorithm developed based on the intelligent behavior of

honeybees successfully solves numerical optimization prob-

lems and provides better performance than a number of pop-

ulation-based algorithms, such as PSO, GA, and ACO [8,9].

The ABC algorithm has several technical weaknesses,

including slow convergence and becoming stuck at a local

optimum. The improved ABC algorithm is also known as the

Bee Swarm Optimization (BSO) algorithm [10]. The BSO

algorithm works similarly to the ABC algorithm and is based

on the behavior of honeybees foraging for food. The BSO

algorithm uses different types of bees to optimize the numer-

ical functions. Each type of bee exhibits a different move-

ment pattern. The scout bees fly randomly over their nearest

area. A watcher bee selects an experienced hunter bee

because it attracts the elite and moves towards it. Experi-

enced wandering bees remember the best food sources found

so far. Bees select the most experienced foragers as elite

bees and adjust their positions based on cognitive and social

knowledge. The BSO algorithm uses a set of approaches to

reduce the stagnation and premature convergence problems

[11]. In the feature selection process, BSO can outperform

several other metaheuristic algorithms, such as GA, PSO,

ACO, and ABC [12-14].

A good way to control coronary heart disease is to perform

regular checks. However, routine inspections require time

and money. The duration of the examination depends on the

number of variables examined, while variables that require

low prices but are able to produce optimal diagnostic results

are preferable. Many models of coronary heart disease diag-

nosis systems have been developed using metaheuristic algo-

rithms that significantly optimize the feature selection process.

In the feature selection process, a metaheuristic algorithm is

used to determine the correct type of inspection attributes.

Wiharto et al. [15] proposed a feature selection model using

a genetic algorithm with an objective function considering

the cost of examination. The proposed model produced an

AUC of 95.1% using 20 examination variables; unfortu-

nately, this study tested only one dataset. In this dataset, the

feature selection process appears to eliminate the high-cost

inspection variables immediately. In the research of Wiharto

et al. [15], performance was not significantly different from

that of Wiharto et al. [16], who used a stepwise greedy com-

bination with Best First Search (BFS). This model can pro-

vide an AUC of 95.4% with a few features but at a much

higher cost. A similar study, which resulted in expensive

inspection fees and good performance, was conducted by

Wiharto et al. [17]. This study used a GA for the feature

selection process.

Tama et al. [18] proposed a feature selection model based

on PSO. This investigation identified 27 variables for the

diagnosis of coronary heart disease. Examining these 27

variables resulted in a high total cost. The resulting AUC

performance parameter was 98.7%. The artificial bee colony

(ABC) has also been used in the feature selection process

[19,20]. Kilic et al. [19] was able to produce 16 examination

variables, and the best performance was achieved with an

accuracy of 89.44%. The number of features and perfor-

mance are relatively good; however, if viewed from the cost

of inspection, using the selected features requires a relatively

high price. This is because the selected features incur high

inspection costs. In addition, reference to a number of exist-

ing studies confirmed that BSO has better optimization capa-

bilities compared to GA, PSO, ACO, and ABC.
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III. SYSTEM MODEL AND METHODS

We developed an ABSO-based feature selection model for

a coronary heart disease diagnosis system using the Z-Aliza-

deh Sani, Cleveland, and Statlog datasets. The datasets can

be accessed online at https://archive.ics.uci.edu/ml/data-

sets.php. The examination variables and amount of data for

each dataset are listed in Table 1. The examination variables

in the dataset confirmed the cost of the examination at the

Prodia Surakarta Indonesia Laboratory and Sebelas Maret

University Hospital, Surakarta, Indonesia. The examination

fee is in the form of Indonesian Rupiah (IDR). In the Z-

Alizadeh Sani dataset, one attribute was added, namely, the

examination fee; thus, the total number of attributes used

was 56. There were 14 attributes in the Cleveland and Stat-

log datasets. The inspection cost attributes before the feature

selection process were normalized using the min-max method.

The proposed system model develops a feature selection

model using the ABSO algorithm. The ABSO algorithm fol-

lows the structure and flight patterns of bees, as shown in

Fig. 1, which shows the scout bees walking randomly around

their current position. An onlooker bee probabilistically

selects an experienced forager bee as the elite bee that

attracts and follows it. Experienced forager bees remember

their previous information, like the global best bees as elite

bees, and update their positions according to social and cog-

nitive knowledge.

The structure of the bee swarm and its flight path feature

selection using ABSO by considering costs is divided into

five stages: (1) initialization of the population of bees, (2)

initialization of parameters, (3) calculating the objective

function, (4) updating bees, and (5) information selection

[2,11,21,22].

1. Initial population of bees. At this stage, the bee popula-

tion is determined, which is a representation of a num-

ber of selected alternative features. The bee population

comprises experienced foragers, onlookers, and scouts:

(1)

where, e, o, and s represent the collections of experi-

enced forager bees, onlookers, and scouts, respectively.

The selected feature set is represented by Equation (2),

where each bee, m, represents each feature.

(2)

The variable x(b, m) represents alternative solutions or

feasible features of the problem in D-dimensional space

S, where S  RD.

2. The second step is initializing the parameters, as shown

in Equation (3). Determination of the number of bees

expressed as n(b), maximum number of iterations as

Itermax, and initialization of the function:

(3)

The variable Init(m, s) refers to the initialization func-

tion in the search space S, which is associated with a

random bee position.

3. Determination of objective function . In

the case to be solved, the objective function is a func-

tion of the accuracy and cost of examination for each

variable examined, ci (b), where i refers to each feature.

Table 1. Datasets

No Dataset #Feature #Instance data

1 Z-Alizadeh Sani 55 303

2 Cleveland 14 303

3 Statlog 14 303

Fig. 1. Structure of the bee swarm and its flight pattern.
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The examination fee is calculated as the average cost of

each selected examination variable in each feature sub-

set . The total cost of the variables examined

can be written as 

(4)

Furthermore, by referring to the selected features ,

classification was performed using machine learning

algorithms. The algorithms tested were SVM, kNN,

Random Forest (RF), lightGBM, and XGBoost. The

algorithm was used to calculate the accuracy (ACC)

performance parameter, which was used as one of the

objective function variables. The calculation of its

accuracy is given by Eq. (5).

(5)

True Positive (TP): When the actual patient is positive,

predicted by the system model as positive results. True

Negative (TN): When the actual patient is negative,

predicted by the system model as negative results. False

Positive (FP): When the actual patient is positive, pre-

dicted by the system model as negative results. False

Negative (FN): When the actual patient is negative, pre-

dicted by the system model as positive results. Refer-

ring to Eqs. (4) and (5), the ABSO objective function

can be written as 

(6)

where is θ a weight parameter of the cost effect on

evaluation, with values in the range [0,1]. In this study,

the value of θ = 0.25 was used, so Eq. (6) becomes Eq.

(7).

(7)

When the objective function in the ABSO algorithm

does not consider costs, it can be expressed as 

(8)

4. Perform the bee update process. At this stage, the posi-

tions of bees change, namely, those of experienced for-

ager bees, onlookers, and scouts.

a. The position of the experienced forager bee is deter-

mined by

(9)

where  represents the position of the new

food source for the bee. Parameters ri, rj are random

variables with a uniform distribution in the range

[0,1], whereas wi, wj represent parameters that con-

trol the best food sources found by the m-th and elite

bees. Equation (8) for the ABSO algorithm can be

explained by dividing the right-hand side into three

parts. The first part, , shows the position

of the old food found by the experienced forager

bee. The second part represents the complete knowl-

edge of , which pulls the

experienced forager bee to the best food position.

The third part represents the social knowledge that

pulls experienced forager bees to the best position

 found by the elite bees.

b. Experienced forager bees share social knowledge

with onlooker bees (k) and update their positions

using Equation (10):

(10)

where  is the position of the new food

source selected by the onlooker bee (m),  is a

parameter used to control the attractiveness of the

bees to the food source, and  is the elite bee

position vector. An onlooker bee uses social knowl-

edge provided by the experienced forager bee to

adjust its movement trajectory next time. In each

algorithm cycle, the information of the food source

and its position provided by the experienced forager

bee is shared in the dance area. Subsequently, the

onlooker bee evaluates the information provided,

uses a probabilistic approach to choose one of these

food sources, and follows the experienced forager

bee in relation to the selected food source. The prob-

ability is calculated as

(11)

where  is is the value of the objective

function of the food source found by experienced

forager bees (n), and Nb is the number of experi-

enced forager bees.

c. The position of the scout bee, s, is fixed using Eq.

(12).

(12)

where  represents the position of the

abandoned food source, and  is the random walk

function that controls the current position of the

scout bee within the search radius τ.

5. Information selection using Eq. (13):

(13)
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where  is the best food source that the experi-

enced forager bee remembers (m), and  indicates

the position of the best food source found by elite bees.

Several features were obtained from the feature selection

process using the ABSO method, and then the classification

process was performed. The classification process was per-

formed using the same classification algorithm used to cal-

culate the objective function in ABSO. The classification

algorithms are SVM, kNN, RF, lightGBM, and XGBoost.

The parameters used to measure the performance of the pro-

posed model were the number of features, total inspection

cost, accuracy, and AUC.

IV. RESULTS

The feature selection model testing using ABSO in cases

of coronary heart disease diagnosis is divided into two parts.

The first is ABSO feature selection with an objective func-

tion that does not consider inspection costs. Both objective

functions consider the cost of examination. The test results

for the ABSO objective function, which do not consider

costs, are presented in Tables 2, 4, and 6. The results of the

objective function that considers audit fees are presented in

Tables 3, 5, and 7. Costs of examinations were determined

based on exchange rates for Indonesian Rupiah (IDR). The

proposed model was implemented in Python programming

using Jupyter Notebook. The model ran on a computer sys-

tem with an Intel(R) Core (TM) i5-8250U CPU @ 1.60

GHz, 1800 Mhz, 4 Core(s), 8 Logical Processor(s), and 8.0

GHz memory.

Table 2 shows the feature selection without considering

cost for the Z-Alizadeh Sani dataset. The best performance

was produced on the number of features 22, with a total

inspection fee of IDR 468,644, AUC performance parame-

ters reaching 97.42%, and an accuracy of 96.13%. This was

achieved using the SVM algorithm. If feature selection con-

siders inspection cost, the best performance is obtained with

24 features, and the total inspection fee is IDR 239,294.

Diagnosis using these 24 features provided an AUC of

97.61% with an accuracy of 95.16%, as shown in Table 3.

This indicates a significant reduction in inspection costs.

However, the resulting performance was not significantly

different.

Table 4 shows the results of testing using the Cleveland

dataset, where the feature selection process did not consider

inspection costs. The best performance was obtained with 9

features, with an inspection fee of IDR 11,800,00. The

resulting AUC performance was 91% and the accuracy was

86.1%. If the feature selection considers costs, the best per-

formance is achieved when the number of features is 9, with

a price of IDR 7,135,000. The use of these nine features pro-

vided an AUC performance of 89.7% and accuracy of

82.8%, as shown in Table 5.

The next test used the Statlog dataset. Table 6 shows the

test results not considering costs, whereas those that consider

price are listed in Table 7. Referring to the two tables, the

resulting performances were not significantly different when

using the Cleveland dataset. The features in the Cleveland

dataset were the same as those in the Statlog dataset; there-

fore, the only difference was the cost of the inspection

results. For feature selection without considering the cost,

the number of features required was s6, with AUC perfor-

mance reaching 90.94%, accuracy 84.44%, and an inspection

fee of IDR 11,675,000. If feature selection considers the cost

of inspection, it requires a total of 8 features, with a result-

ing performance of 89% AUC, 82.59% accuracy, and an

inspection fee of IDR 6,105,000.

Table 2. System performance without considering inspection costs (Z-
Alizadeh Sani)

Algorithm ACC AUC #Feature Cost (IDR)

SVM 0.9613 0.9742 22 468,644

kNN 0.9581 0.9594 21 561,108

LightGBM 0.9032 0.9516 24 667,744

RF 0.8548 0.9390 17 643,944

XGBoost 0.8839 0.9003 20 709,408

Table 3. System performance with considering inspection costs (Z-
Alizadeh Sani)

Algorithm ACC AUC #Feature Cost (IDR)

SVM 0,9516 0,9761 24 239,294

LightGBM 0,9226 0,9626 29 485,572

RF 0,7516 0,9536 22 363,058

KNN 0,9452 0,9434 17 146,508

XGBoost 0,8742 0,8782 28 135,800

Table 4. System performance without considering inspection costs
(Cleveland)

Algorithm #Feature Accuracy AUC Cost (IDR)

LightGBM 7 0.861 0.910 11,800,000

RF 7 0.828 0.906 11,210,000

SVC 6 0.844 0.901 11,085,000

kNN 9 0.818 0.889 10,535,000

XGBoost 4 0.845 0.884 10,095,000

Table 5. System performance with considering inspection costs

(Cleveland)

Algorithms #Feature Accuracy AUC Cost (IDR)

RF 9 0.828 0.897 7,135,000

LightGBM 8 0.809 0.896 6,210,000

kNN 9 0.818 0.889 10,535,000

SVC 10 0.821 0.880 6,355,000

XGBoost 10 0.802 0.874 6,480,000
https://doi.org/10.56977/jicce.2023.21.2.130 134
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The results of testing the feature selection model based on

ABSO, where the objective function is a function of accu-

racy and cost of inspection, show good performance. Refer-

ring to the performance parameters, especially AUC, the

proposed model can provide relatively the same performance

as the feature selection model, which does not consider

inspection cost. In addition, the results shown in Tables 2-7

indicate that the proposed model requires a much cheaper

total inspection cost with relatively similar performance.

V. DISCUSSION AND CONCLUSIONS

A. DISCUSSION

The ABSO-based feature selection model has relatively

good capabilities, both when the feature selection process

does and does not consider inspection costs. An ABSO-

based feature selection model, when it does not consider

cost, tends to choose expensive features; thus, it will require

a high inspection cost. This is because it focuses only on one

variable of high accuracy, regardless of the costs involved.

The cost of an inspection will increase because the examined

attributes are high in price; however, in the Z-Alizadeh Sani

dataset, the difference in examination costs is not too high

between one feature and another. There is a stark contrast in

the Cleveland and Statlog datasets, in which there are two

expensive examinations in both datasets: fluoroscopy and

Thallium-201 stress scintigraphy. The two examinations are

always selected during the feature selection process without

considering the cost of the examination. This is because

these two attributes are significant in determining the suc-

cess of heart disease diagnosis. The use of these two exam-

inations will be able provides a high accuracy, as shown in

Table 4, where seven features were selected, including two

examinations. Table 6 also shows the same, which requiring

six features that include both investigations. These results

are supported by several previous studies [16,17,23].

Feature selection in the coronary heart disease diagnosis

system can be used to select examination attributes that can

improve the performance of the diagnosis system [24]. In

addition to improving performance, it can also reduce com-

plex computational processes during the classification pro-

cess. Considering the cost of inspection, the results of system

testing using feature selection based on ABSO are summa-

rized in Table 8. Table 8 shows that feature selection using

ABSO considering cost results in a larger number of fea-

tures. This is because in the selection process, when a high-

cost feature is obtained, the chance of being selected is

lower than that of a low-cost feature. To maintain system

performance, other features that are cheaper but have a sig-

nificant effect on replacing high-cost features will be added.

Using this pattern, the performance of the diagnostic system

can be maintained. However, the consequence is an increase

in the number of features. The addition of a number of fea-

tures to the proposed feature selection model does not auto-

matically increase the total cost required for inspection. This

is because the combined cost of several features is some-

times lower than that of examining a single feature. This

results in a higher number of features but lower total inspec-

tion cost while maintaining performance. This can be seen in

Tables 5 and 7, where the results of feature selection take

into account the cost, and Thallium-201 stress scintigraphy

examination was not selected but was replaced with another

examination at a lower cost.

If we look at the objective function of ABSO shown in Eq.

(7), the system performance will be reduced by the magni-

Table 6. System performance without considering inspection costs
(Statlog)

Algorithm #Feature ACC AUC Cost (IDR)

LightGBM 6 0.8444 0.9094 11,675,000

kNN 9 0.8440 0.9020 11,820,000

SVC 7 0.8481 0.8811 11,020,000

RF 5 0.8333 0.8678 10,325,000

XGBoost 6 0.8296 0.8667 11,010,000

Table 7. System performance with considering inspection costs (Statlog)

Algorithm #Feature ACC AUC Cost (IDR)

SVC 8 0.8259 0.8900 6,105,000

XGBoost 10 0.8259 0.8875 6,355,000

kNN 9 0.8370 0.8830 7,010,000

LightGBM 7 0.7519 0.8550 1,230,000

RF 6 0.7704 0.8422 1,210,000

Table 8. System performance comparison summary

Dataset FS based cost Method #Feature Cost (IDR) ACC AUC

z-Alizadeh Sani
No SVM 22 468,644 96.13% 97.42%

Yes SVM 24 239,294 95.16% 97.61%

Clevelands
No LightGBM 7 11,800,000 86.10% 91.00%

Yes RF 9 7,135,000 82.80% 89.70%

Statlog
No LightGBM 6 11,675,000 84.44% 90.20%

Yes kNN 9 7,010,000 83.70% 88.30%
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tude of the normalized total cost of inspection. Based on the

calculations from the data in Table 8, the inspection fee can

be reduced by an average of 42.81% using the three datasets.

The cost reduction was significant, with only an average

increase in two features compared to feature selection with-

out considering inspection costs. A feature selection model

using ABSO can significantly reduce inspection costs; how-

ever, a decrease in inspection costs is accompanied by a

reduction in performance. The decline in the average perfor-

mance from the test results using the three datasets was

1.91%, whereas that for the AUC parameter was 1.11%. This

decrease is relatively small; even for the Z-Alizadeh Sani

dataset, there was an increase in AUC from 97.42 to 97.61%.

Many studies have been conducted on the use of feature

selection in the diagnosis system for coronary heart disease.

The feature selection methods used were genetic algorithms,

particle swarm optimization, fast correlation-based filter

(FCBF) [29], and greedy algorithms [16]. The proposed fea-

ture selection model can provide a relatively better perfor-

mance than those in a number of previous studies. The

feature selection model proposed by Kilic & Keles [19],

which uses an artificial bee colony combined with Sequen-

tial Minimal Optimization (SMO) can only provide an accu-

racy of 89.4389%, which is much lower than that of the

proposed method. The proposed method was also better than

that used by Tama et al. [18]. In this study, a two-tier ensem-

ble PSO method was used for the feature selection. The

resulting accuracy was 91.18%. The same was also done by

Zomorodi-Moghadam et al. [30] using a hybrid PSO with an

accuracy of 84.25%; the value of the performance parameter

was still lower than that of the proposed method. In addition,

the proposed method was better than that of Babic et al.

[31], who used SVM. A complete comparison of the AUC

performance parameters with those of previous studies is

presented in Table 9. Table 9 shows that the proposed feature

selection method has a relatively better performance in terms

of AUC. Another advantage of the proposed model is that

inspection costs are lower.

B. CONCLUSIONS

The feature selection model using ABSO for the diagnosis

of coronary heart disease is able to provide relatively good

performance. This performance was indicated by the accu-

racy of the performance parameters, which reached 95.10%,

and the AUC reached 97.61%. When referring to the AUC

parameter, the performance of the diagnostic system model

shows that the performance is included in the excellent cate-

Table 9. Comparison of system performance with previous research

References Method Feature Selection Feature AUC

[16] CBFS + Greedy Stepwise Algorithm

Typical chest pain, Age, regional wall motion abnormality (Region RWMA), Q-

wave, Nonanginal, Blood Pressure (BP), Poor R Progression, Valvular Heart Dis-

ease (VHD)

95.40%

[17] Genetic algorithms + FCBFS

Typical Chest Pain, Diabetes Mellitus (DM), Nonanginal, HTN, Chronic Renal 

Failure (CRF), Airway disease, Age, Dyspnea, Lung rales, Function Class, Edema, 

Diastolic Murmur, Low Threshold Angina (Low Th Ang), Family History (FH), 

Congestive Heart Failure (CHF), Pulse Rate (PR), Weight, Obesity, Sex, Current 

Smoker.

97.50%

[25] Random Forest

Typical chest pain, Triglyceride (TG), Body Mass Index (BMI), Age, Weight, BP, 

Potassium (K), Fasting Blood Sugar (FBS), Length, Blood Urea Nitrogen (BUN), 

PR, Hemoglobin (HB), Function class, Neutrophil (Neut), Ejection Fraction (EF-

TTE), White Blood Cell (WBC), DM, Platelet (PLT), Atypical, FH, High Density 

Lipoprotein (HDL), Erythrocyte Sedimentation Rate (ESR), Creatine (CR), Low 

Density Lipoprotein (LDL), T inversion, Dyslipidemia (DLP), Region RWMA, 

HTN, Obesity, Systolic murmur, Sex, Dyspnea, Current smoker, Bundle Branch 

Block (BBB), left ventricular hypertrophy (LVH), Edema, Ex-smoker, valvular 

heart disease (VHD), ST depression, Lymph.

96.70%

[26] Genetic algorithms and ANN

Typical chest pain, Atypical, Age, Nonanginal, DM, Tinversion, FH, Region 

RWMA, HTN, TG, PR, Diastolic murmur, Current smoker, Dyspnea, ESR, BP, 

Function class, Sex, FBS, ST depression, ST elevation, Q-wave

94.50%

[27]
Hybrid feature selection (chi-square, gain 

ratio, information gain, and relief)

Typical Chest Pain, Atypical, Nonanginal, Region RWMA, EF-TTE, Age, Tinver-

sion, Q wave, VHD, ST Elevation, BP
90.90%

[28] Ensemble method with PSO The feature is not shown 92.20%

Proposed Cost-based ABSO & SVM

Age, Length, BMI, DM, HTN, Current Smoker, Obesity, CRF, Airway disease, 

CHF, DLP, BP, Weak Peripheral Pulse, Lung rales, Typical Chest Pain, Dyspnea, 

Function Class, Nonanginal, Exertional Chest Pain, Q Wave, ST Elevation, Tinver-

sion, BBB, TG

97.61%
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gory because it is above 90%. This method can reduce the

number of features from 55 to 24 for the Z-Alizadeh Sani

dataset at a relatively low cost. The same is true for the

Cleveland and Statlog datasets, which can eliminate expen-

sive checks by replacing them with cheaper ones while

maintaining system performance. For future research, a fea-

ture selection model can be developed that is influenced not

only by the cost factor but also by other factors, such as the

availability of existing health services.
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