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Abstract 

 
As the paradigm of future vehicles changes, the interest in automotive semiconductor, which 
plays a key role in realizing this, is increasing. Automotive semiconductors are the technology 
with very high entry barriers that require a lot of effort and time because it must secure 
technology readiness level and also consider safety and reliability. In this technology field, it 
is very important to develop new businesses and create opportunities through technology trend 
analysis. However, systematic analysis and application of automotive semiconductor 
technology trends are currently lacking.  In this paper, U.S. registered patent documents related 
to automotive semiconductor were collected and investigated based on the patent's IPC. The 
main technology of automotive semiconductor was analyzed through topic modeling, and the 
technology path such as emerging technology was investigated through cosine similarity. We 
identified that those emerging technologies such as driving control for vehicle and AI service 
appeared. We observed that as time passed, both convergence and independence of automotive 
semiconductor technology proceeded simultaneously. 
 
 
Keywords: Emerging technology, Patent Analysis, LDA Analysis, Topic Modeling, Cosine 
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1. Introduction 

As global traffic safety regulations have been stricter, and social and economic phenomena 
such as the pandemic and carbon neutrality are interlinked, consumer perception and demand 
for automobiles are rapidly changing. Against this backdrop, future vehicles are changing the 
way people and things move and are evolving from a means of transportation to a portable 
living space. Automotive semiconductors play a key role in realizing the functions of future 
vehicles, because they are being developed to enable various functions such as connected, 
autonomous, sharing & service, and electrics. To this end, it is necessary to develop and 
advance technologies such as sensors, communication, artificial intelligence, and driving 
control [1-4]. Automotive Semiconductors can be said to be a catalyst of growth that enables 
not only innovation in vehicle technology such as automobile safety and service, but also new 
cultural and social trends. In particular, as the technology required for future vehicles becomes 
more complex, the demand for automotive semiconductors will steadily increase, and both 
vehicles and semiconductors will become long-term growth engines from an industrial point 
of view [5]. On the other hand, unlike other semiconductors, automotive semiconductors have 
very high entry barriers due to their unique characteristics. Autonomous driving and eco-
friendly vehicles require much more semiconductors than general internal combustion engine 
vehicles, and it is difficult to achieve the economy of scale because the automotive 
semiconductor specifications required for each vehicle model are different. In addition, it is a 
technology that requires high performance in temperature, humidity, and lifespan for safety 
reasons, and must satisfy international standards and standards for each automaker. It takes a 
lot of effort and time for automotive semiconductors to secure safety and reliability as well as 
technological level of completion. The future growth potential and characteristics of 
automotive semiconductors and the high interest of the industry are changing the technology 
level and demand patterns for automotive semiconductors. In addition, the innovation of 
semiconductor technology for the demand of future vehicles is affecting the restructuring of 
value chains and business models throughout the industry. The technology is continuously 
evolving not only by R&D, but also by industry and consumer demand, and companies are 
trying to intrinsically understand the evolution of technology for business [6]. Automotive 
semiconductor technology began to be applied to devices necessary for vehicle driving in the 
1980s and 1990s. Since 2000, it has been applied in earnest not only to driving, but also to fuel 
economy improvement, safety enhancement, and convenience devices. The scope of its 
application field is now expanding to autonomous driving, driver assistance system, artificial 
intelligence, sensor, power, service and security [2, 7-17]. The technology advances further as 
for data processing speed and reliability. The role of automotive semiconductor technology 
has expanded to implement innovative technologies of next-generation transportation means 
such as autonomous shuttles and flying cars [18-20]. 

Technology trends are not just for identifying trends, but for pioneering new businesses 
and creating new business opportunities by predicting future technologies. In addition, for 
companies whose technology is the core, adaptation to rapid environmental changes, 
preoccupation with future technologies, and securing intellectual property are emerging as 
important factors for survival. Because of characteristics of automotive semiconductor 
compared to other semiconductors, it is very important to plan for strategies of new technology 
development and business by understanding technology trends. On the other hand, systematic 
analysis of automotive semiconductor technology trends is still lacking. This paper intends to 
analyze the trend of automotive semiconductor technology and the emerging technology and 
deduce new evolutionary direction. 
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This study consists of a total of 5 chapters. Chapter 2 examines prior research on emerging 
technologies and topic modeling based on patents. In Chapter 3, the research method is 
presented, and in Chapter 4, the core technology topics for automotive semiconductors by 
period are identified, and the emergence and convergence of technology and the path of 
technology are investigated. Finally, the conclusions, limitation and future works are given. 

2. Literature Review 

2.1 Emerging Technology 

The term “emerging technology” has been frequently used in many studies. However, various 
concepts of emerging technology are used, and there are no standard or metrics for it [21-23]. 
For the reason, there are many different methods and approaches to study emerging technology; 
Future-oriented technology analysis in Nano technology [21], Fisher-Pry diffusion model in 
OLED TV [24], Bayesian clustering in humanoid robot [25], Scenario analysis in autonomous 
vehicles and energy field [26], Delphi in energy technology [27], Bibliometric analysis in 
internet of things technology [28], Technology keyword [29], Data envelopment analysis in 
battle tank technology [30]. Recently, many studies on emerging technologies have been active 
by combining patent analysis with various methodologies; patent analysis [31], Delphi and 
patent analysis [32], trend and patent analysis [33], patent and topic modeling [34]. This is due 
to the data characteristics of the patent as an information source. Patents include detailed 
descriptions of technologies based on a systematic classification system such as IPC 
(International Patent Classification) for a great part of technical fields and provide objective 
information. Studies using patent analysis are useful not only for simple technical information, 
but also for the research on technological competitiveness and technology development 
direction. In addition, it is used as an objective indicator to identify trends in technological 
development and change and establish innovation strategies such as corporate and national 
R&D direction design, investment, and business strategy [22, 31]. 

2.2 Topic modeling based on patents using LDA 

Topic modeling related on Latent Dirichlet Allocation (LDA) in which we used for analysis is 
a probabilistic model for discovering abstract topics occurring in unstructured data as one of 
the data mining methodologies [35]. Topic modeling was initially used for the Latent Semantic 
Analysis (LSA) [36]. Then, LSA is improved by Hofmann et al. [37] to the Probabilistic Latent 
Semantic Analysis (PLSA) model. After Blei et al. [35] proposed the LDA, the LDA model 
or the LDA variant models are mainly used. The topic modeling which processes classification 
of patents, have been worked actively because of its ability to discover and present latent topics 
automatically.  

Recently, research aiming to analyze emerging technologies using patent data and topic 
models and to derive technology trend analysis, technology opportunity development, and 
R&D strategies based on this is being actively conducted. In the study of Momeni et al. [38], 
they analyzed emerging technology using k-core and LDA analysis. They collected patent data 
between 1978 and 2012 from European Patent Office Worldwide Patent Statistical Database 
(PATSTAT). They limited the scope of patents selecting keywords “photovoltaic” and “solar 
cell” and IPC class H01L 31/00. They used extended patent family for collecting all. They find 
thin-film technology is probable to displace the dominant technology, in other words 
crystalline silicon. Furthermore, they identify emerging(hidden) technologies such as multi-
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junction technology et al. in the photovoltaic industry. Based on LDA and about 160,000 of 
the United States Patent and Trademark Office (USPTO) full-text patents between 2001 and 
2014 from the leading telecommunication firms, Suominen et al. [39] analyzed the dynamics 
of emerging technology and the evolution of knowledge profiles of industry leaders about 
technology strategies both hardware and software. They discussed implications for strategic 
management in firms and policy makers. To examine overall biometric technology trends, Lee 
et al. [40] used patent data. They extracted 37,462 patent documents between 1990 and 2016 
at the big five patent offices using PATSTAT database. To verify annual trends, they applied 
LDA analysis to the abstracts of patents. They identified emerging technologies, such as 
fingerprint-enabled car anti-theft systems, discovered emerging topics and patent applicants, 
and provide practical insights to biometric industry stakeholders. Garzaniti et al. [41] analyzed 
technology trend in new space missions using LDA analysis based on patent data. They 
collected 933 patent documents to two hundred organizations which worked actively in the 
development of products and services in the missions of New Space area. They identified ten 
major topics and named “Flying/launch systems” et al. and technology trends for the future 
development of New space area based on the insights obtained by their survey of literature and 
patent. In recent years, hydrogen technology has attracted great public attention as a new 
energy technology because of its high potential to change existing energy technology. On the 
other hand, hydrogen technology is difficult to do analysis because of a broad range of themes 
such as hydrogen production, storage, distribution, and utilization. To verify this problem, 
Chen et al. [42] used topic modeling, classification, and time series analysis. They collected 
17,281 patents in hydrogen technology area from USPTO from 2010 to 2019. They identified 
various hydrogen technology topics and compared the technology portfolios of key countries. 

As a result of analyzing related works, it is possible to classify and identify emerging 
technology trends for the automotive semiconductor industry and technology by using patent 
data applied to the actual industry and analyzing it through a topic modeling, and establish a 
technology strategy.  

3. Methodology 

3.1 Research Model 
For this study, to analyze and verify the key technology trends in the automotive 
semiconductor field, the research model is shown in Fig. 1.  
 

 
 

Fig. 1. Graphical presentation of our methodology 
 
For the automotive semiconductor technology, patent documents are collected from the 
registered patents of the USPTO. The collected patents are analyzed mainly by IPC. The patent 
documents and those IPCs were properly preprocessed to prevent analysis errors such as 
validity and omission of information. For LDA analysis the optimal number of topics is 
determined, and LDA analysis based on IPC is performed. Based on the derived topics, the 
IPC constituting each topic is analyzed. After that, main technologies are identified and the 
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trend of automotive semiconductor technologies are analyzed. And by using the cosine 
similarity between the identified topics, the trend of technology was investigated,  and the 
emerging and convergence of technology was analyzed. 

3.2 LDA 
For this study, we applied LDA method, one of the representative topic modeling. LDA is a 
generative probabilistic mode that judges the existence of a topic latent in each document for 
a given document group based on the Dirichlet probability distribution [35].  

LDA process is shown in Fig. 2. α and η are hyperparameters, and β is a parameter of 
Dirichlet probability distribution determined by η, which is the word generation probability 
for each topic. The word observed in the document w is generated from the topic, and the topic 
ratio θ at which the corresponding document is generated is a value that follows the Dirichlet 
distribution and is determined by the α value. z is determined from θ as the topic ratio for each 
document. k is the number of topics, M is the total number of documents, and N is the number 
of words. That is, when k topics are determined for M documents composed of N words, the 
topic ratio θ is determined by the α value, and z, which is a value representing the topic of each 
word, is determined by θ. In addition, the β value, which is the word generation probability 
for each topic, is determined according to the η value, and finally the document w, which is a 
set of N words, is determined by z and β. Since a document set is composed of topics and a 
topic is composed of words, it is possible to estimate the distribution of words and topics for 
a document and repeat this process to identify topics constituting the document set. 
 

 
 

Fig. 2. Graphical model of LDA [35] 

4. Experiments 

4.1 Datasets 
To collect patents, the search formula is “Semiconductor*Vehicle*Automotive”. The 
collection period is from January 2012 to December 2020, and it is collected through WIPS 
(Worldwide Intellectual Property Service, www.wipscorp.com). The total number of collected 
patents is 14,670. To prevent analysis errors due to data duplication, omission, validity, etc. 
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among the collected patents, the data is removed and a total of 14,539 patents are used for 
analysis. Collected patents are divided by period, named P1(Jan. 2012 – Dec. 2014), P2(Jan. 
2015 – Dec. 2017) and P3(Jan. 2018 – Dec. 2020). The number of patents is 1,606 documents 
of P1, 5,287 documents of P2 and 7,646 documents of P3. As shown in Fig. 3, the number of 
patents is continuously increasing. 
 

 
 

Fig. 3. The number of collected Patents 
 
In order to reduce data analysis errors, pre-processing such as unifying uppercase letters of 
IPC information and removing blanks, “-”, “/” was performed.  
 

 

Fig. 4. Example of IPC hierarchy and information and total number of IPC 
 

The goal of the IPC is the classification which is a means for obtaining and uniform 
classification of patents internationally. Moreover, the classification has important purposes; 
a search tool of patent for the orderly arrangement to facilitate access to information of 
technology and investigating cutting-edge technology in given area [43-44]. IPC consists of 
the hierarchy of section, class, subclass, main group, and sub group. Each section is designated 
by one of the capital letters A through H. Each section is subdivided into classes which are the 
second hierarchical level of the classification and also main group and sub group. Each section, 
class, subclass, main group, and sub group has title, which provides technology information. 
As shown in Fig. 4, for example, G05D1/02 technically means the control of position or course 
in two dimensions (sub group) of control of position, course or altitude of land, water, air, or 
space vehicles, e.g. automatic pilot (main group) of systems for controlling or regulating non-
electric variable (sub class) of controlling; regulating(class) of physics (section). For this study, 
patent information is used up to main group of IPC.  
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4.2 Evaluation 
For LDA analysis, the number of topics must be determined. This can also be determined at a 
level where the researcher can effectively interpret the results. In this study, by changing the 
number of topics from 2 to 50 for the LDA function, the value at which the harmonic mean of 
the log-likelihood value becomes the maximum is determined by the number of topics [45]. 
As shown in Fig. 5, the optimal number of topics is 5 for P1, 7 for P2 and 5 for P3. 
 

 
Fig. 5. The result of calculating optimal number of topics for P1, P2 and P3 

 

4.3 LDA Analysis and results 

As a result of the LDA analysis, the results shown in Table 1 were derived for the top IPCs 
showing high frequency in each period of automotive semiconductor technology. The highest 
frequency IPCs were H04N05 in P1, G05D01 in P2, and G06K09 in P3. As the result, main 
automotive semiconductors of technologies are G06K09; methods or arrangements for 
recognizing patterns (main group) of graphical data reading (sub class) and G05D01. 
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Table 1. Main IPC analysis results of automotive semiconductor patents 

 

No 
P1 (Total 8,130 of IPC) P2 (Total 34,409 of IPC) P3 (Total 47,448 of IPC) 

IPC Frequency IPC Frequency IPC Frequency 

1 H04N05 231 G05D01 1,568 G06K09 1,889 

2 G06K09 221 G06K09 1,107 G05D01 1,729 

3 G05D01 201 G08G01 981 G06N03 1,341 

4 H04W04 174 H04W04 895 G06T07 1,308 

5 G06F17 135 H04N05 862 H04W04 1,186 

 
As shown in the Table 2, the number of patent documents included in each topic by period 

shows a similar distribution. Each topic can be considered to represent automotive 
semiconductor technology by period. 
 

Table 2. Patent frequency and probability of topics in P1, P2 and P3 
 

 
P1 P2 P3 

Patent 
Frequency Probability Patent 

Frequency Probability Patent 
Frequency Probability 

Topic1 367 22.9% 874 16.5% 1,678 21.9% 

Topic2 340 21.2% 856 16.2% 1,282 16.8% 

Topic3 318 19.8% 815 15.4% 1,638 21.4% 

Topic4 297 18.5% 710 13.4% 1,392 18.2% 

Topic5 284 17.7% 777 14.7% 1,656 21.7% 

Topic6 - - 610 11.5% - - 

Topic7 - - 645 12.2% - - 

Total 1,606 100% 5,287 100% 7,646 100% 

 
For the topics derived from P1 to P3, the most salient IPC constituting each topic was 

analyzed, and the patent documents constituting the topic were checked to find out the 
characteristics of each technology. The Table 3 shows the IPCs and proportions that make up 
the topics by period. 

Based on IPCs of registered patent documents from 2012 to 2020, we identified the 
automotive semiconductor technologies through patent analysis and LDA analysis. 
Automotive semiconductor technologies shown in this study are classified into 5 topics in P1, 
7 topics in P2, and 5 topics in P3, and various core technologies can be identified. In P1, the 
main technologies are identified “General computing (P1T1; Period1 Topic1)”, 
“Sensing/traffic control (P1T2)”, “Graphical system (P1T3)”, “Driving Assistance/service 
(P1T4)”, “Communication network (P1T5)”. In P2, the main technologies are “Graphical 
system (P2T1)”, “Driving Assistance/service (P2T2)”, “Driving control for vehicles (P2T3)”, 
“Sensing system (P2T4)”, Driving control for road vehicles (P2T5)”, “Wireless Services 
(P2T6)” and “Communication network/Charging batteries (P2T7)”. In P3, the main 
technologies are “Sensor data processing (P3T1)”, “AI Service/Assistance (P3T2)”, “Imaging 
(P3T3)”, “Communication network (P3T4)”, and “Driving control (P3T5)”. In the case of 
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P2T3, the driving control technology of P2 was applied to various mobility such as vehicles, 
UAVs, drones, delivery and robots, etc., whereas in the case of P2T5, it was limited to road 
vehicles. In the case of P2T4, sensor technologies such as lidar, radar, image, and multi-view 
video are identified. P3T2 was analyzed as various service-related technologies such as 
biometrics, wireless, and commerce, and machine learning was applied in various ways. P3T5 
was investigated as a driving control technology that combines both P2T3 and P2T3 
application fields. 
 

Table 3. Most salient IPC of each topic in each period 
 

 
P1 P2 P3 

IPC Probability IPC Probability IPC Probability 

Topic1 

G06Q10 4.0% H04N05 18.1% G01S17 11.9% 
G06N03 3.6% H04N07 5.0% G01S07 9.8% 
H02J07 3.5% H04B10 3.5% G06F11 6.4% 
B25J09 3.3% G06F01 2.8% G06F09 6.2% 
B60L11 3.1% B60L11 2.5% G06F21 5.8% 

Topic2 

G01S17 7.8% G06F03 9.7% G06N03 13.3% 
G01C21 7.3% A61B05 7.8% H04W04 11.7% 
G01S19 6.5% G06F16 7.5% H04L29 8.4% 
G08G01 5.8% G06Q10 6.1% G06Q10 4.5% 
H01L21 5.6% G07C05 5.8% G06N20 4.5% 

Topic3 

H04N05 13.7% G05D01 32.4% G06K09 19.6% 
G06K09 12.5% B64C39 8.4% G06T07 13.5% 
G06F17 8.0% G06N03 6.0% H04N05 11.9% 
H04B10 6.9% G08G05 4.0% G06F16 9.1% 
G06T07 6.0% G01N33 2.3% G06F03 7.0% 

Topic4 

G05D01 11.7% G06K09 21.7% H04L12 5.6% 
G06F03 6.4% G01S17 14.0% H01L27 3.8% 
H04N21 4.6% G06T07 12.7% H01L23 3.5% 
A61B05 3.9% G01S07 9.4% H04W72 3.3% 
G06F09 3.3% G01S13 6.9% H04B07 3.1% 

Topic5 

H04W04 9.7% G08G01 19.3% G05D01 17.8% 
H04L12 6.9% G01C21 15.5% G08G01 11.1% 
H04L29 6.2% B60W30 11.1% G01C21 6.7% 
H04W72 5.9% B60W50 7.2% B60W50 5.9% 
H04B07 4.3% B60W10 6.2% B60W30 5.8% 

Topic6 - - 

H04W04 17.6% 

- - 
H04L29 12.4% 
H04L12 7.2% 
G01S19 5.9% 
H04W12 4.7% 

Topic7 - - 

H04W72 6.6% 

- - 
B60L53 4.4% 
H04W76 4.2% 
H01L23 3.8% 
H04B07 3.8% 



672                                 Nam et al.: The Identification of Emerging Technologies of Automotive Semiconductor 

 
In this study, cosine similarity was measured to judge the similarity of topics from P1 to 

P3. Among the methods of measuring similarity between documents, cosine similarity 
measurement is widely used [46-48]. The cosine similarity expresses the degree of similarity 
between two feature vectors as a cosine value, and the cosine similarity has a value ranging 
from -1 to 1. -1 means they are completely opposite to each other, 0 means they are 
independent of each other, and 1 means they are completely equal to each other. In this study, 
the cosine similarity between topics in period was calculated using the top 30 IPCs of each 
topic. There are various studies on the threshold of cosine similarity [49-52], in this paper, we 
analyzed it in 4 steps; 0 ~ 0.1:  independent, 0.45 ~ 0.49: slightly similar, 0.50 ~ 0.75: similar, 
0.75 ~ 1.00: very similar. As a result of cosine similarity for each topic in P1, P2, and P3 
shown in Fig. 6, it was analyzed that the technologies of each topic in P2 and P3 had low 
similarity and the classification by technology was relatively clear. On the other hand, the 
similarity of each topics in P1 was measured to be high, and even though they were classified 
into topics, it was investigated that the technology classification of automotive semiconductors 
was not clear. As the technological requirements and consumer demand for automotive 
semiconductors such as autonomous driving and AI service etc. were clearly identified, clear 
technical characteristics and application fields appeared from the P2 period. 

 

 
Fig. 6. Heatmap presentation of cosine similarity of topics in each period 
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Fig. 7. Heatmap presentation of cosine similarity of topics b/w P1 and P2 and b/w P2 and P3 
As shown in Fig. 7, it can be discovered that many of cosine similarities of automotive 

semiconductor technology are in the range of 0.4~0.6 when moving from P1 to P2. It can be 
seen that the technology of P1 affects the technology of P2 to a certain extent and the 
technology path is broadly connected. On the other hand, when moving from P2 to P3, it can 
be seen that the cosine similarity value significantly drops when a specific topic is excluded. 
It can be investigated that when moving from P2 to P3, technology classification becomes 
clear. 

As shown in Fig. 8, the technology path was divided into emerging technology, slight 
emerging technology, convergence technology, slight convergence technology, similar 
technology, similar and convergence technology, and independent technology according to 
cosine similarity. The P2T3 and P2T5 technologies can be analyzed to be emerging 
technologies because no similarity of 0.5 or more was measured in P1. P2T2, P2T6, P2T7, and 
P3T2 technologies do not measure more than 0.5, but technologies with a similarity of 0.45 or 
more are calculated, so it can be analyzed as slight emerging technology. 

On the other hand, P2T1, P2T4, P3T3, and P3T5 technologies can be considered 
convergence technology as they are influenced by more than 0.5 in two or more topics in the 
previous period. P2T2, P2T6, P3T2 and P3T4 technologies can be considered slight 
convergence technology as they are influenced by more than 0.45 in two or more topics in the 
previous period. Most similar technologies were P2T7 and P3T4, with the similarity of 0.883, 
showing that similar technologies are evolving. In particular, in the case of P3T5, it is greatly 
affected by both P2T3 (0.720) and P2T5 (0.883), and analyzed as similar technology and 
convergence technology. Many technologies with a similarity of 0.1 or less appeared in the 
technologies between P2 and P3, and were identified as independent technologies. On the 
other hand, there was no independent technology between P1 and P2. 

 

 
 

Fig. 8. Technology path through b/w P1 and P2 and b/w P2 and P3 
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5. Conclusion 
This study analyzed the emerging and convergence of automotive semiconductor technologies 
with a patent-based topic modeling and cosine similarity. In the era of convergence, it is 
important to classify numerous technologies and to identify core technologies and technology 
trends. This study presented core technologies by period and technology trends through 
quantitative analysis using patent documents, which are aggregates of technological 
information. The technology trends derived from this study are expected to help in decision-
making for R&D policy establishment in the automotive semiconductor industry and 
technology strategy establishment in the industry. In addition, it is expected to be effectively 
utilized in establishing detailed R&D directions and patent strategies by providing detailed 
core technology classification and trend analysis results. 

The future research directions based on the results of this study are as follows. In this paper, 
due to the characteristics of the IPC hierarchy, the identification of core technology has a 
limitation in that both the application field and the functional aspect appear. Also, there is a 
limitation in identifying each topic as a dominant technology based on IPCs et al. In addition, 
although there are cited patents and family patents of patents that can confirm the connectivity 
between technologies, the application of the method using cosine similarity for this study has 
limitations and differentiation at the same time. Therefore, it is judged that more intuitive and 
readable research is possible if the number of topics increases, and the abstract of the patent, 
claims, or thesis are considered together. In this regard, it is expected that a study, adopting 
broader perspectives, on technology trends and business responses between companies in each 
country will be possible if analyzed by countries and applicants. 

References 
[1] A. Ahmad, “Automotive Semiconductor Industry - Trends, Safety and Security Challenges,” in 

Proc. of 2020 8th International Conf. on Reliability, Infocom Technologies and Optimization 
(Trends and Future Directions) (ICRITO), Noida, India, pp. 1373-1377, 2020.  
Article (CrossRef Link) 

[2] M. Maurer, J.C. Gerdes, B. Lenz, and H. Winner, Autonomous driving: technical, legal and social 
aspects, Springer Nature, 2016. [Online]. Available: 
https://library.oapen.org/bitstream/handle/20.500.12657/27811/1002194.pdf?seque 

[3] V. von Tils, “Trends and Challenges in Automotive Electronics,” in Proc. of 2006 IEEE 
International Symposium on Power Semiconductor Devices and IC's, Naples, Italy, pp. 1-3, 2006. 
Article (CrossRef Link) 

[4] Y. Kato, “Future mobility-enhanced society enabled by semiconductor technology,” in Proc. of 
2018 IEEE International Solid - State Circuits Conf. - (ISSCC), San Francisco, CA, USA, pp. 21-
26, 2018. Article (CrossRef Link) 

[5] O. Burkacky, J. Deichmann, L. Rott, and A. Falkenhausen, “Automotive semiconductors for the 
autonomous age,” Mckinsey&Company, Aug. 2021. Article(CrossRef Link) 

[6] G. Adomavicius, J. C. Bockstedt, A. Gupta, and R.J. Kauffman, “Technology roles and paths of 
influence in an ecosystem model of technology evolution,” Information Technology and 
Management, vol. 8, pp. 185–202, Feb. 2007. Article (CrossRef Link)   

[7] F. Marchiò, B. Vittorelli, and R. Colombo, “Automotive electronics: Application & technology 
megatrends,” in Proc. of 2014 44th European Solid State Device Research Conf. (ESSDERC), 
Venice Lido, Italy, pp. 23-29, 2014. Article (CrossRef Link) 

[8] H. Hidaka, “Applications and Technology Trend in Embedded Flash Memory,” Embedded Flash 
Memory for Embedded Systems: Technology, Design for Sub-systems, and Innovations, pp. 7-27, 
2017. Article (CrossRef Link) 

https://doi.org/10.1109/ICRITO48877.2020.9197894
http://doi.org/doi:10.1109/ISPSD.2006.1666055
https://doi.org/doi:10.1109/ISSCC.2018.8310167
https://www.mckinsey.com/industries/advanced-electronics/our-insights/automotive-semiconductors-for-the-autonomous-age
https://doi.org/10.1007/s10799-007-0012-z
https://doi.org/doi:10.1109/ESSDERC.2014.6948749
https://doi.org/doi:10.1007/978-3-319-55306-1_2


KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 17, NO. 2, February 2023                                675 

[9] H. Kopetz, “Automotive electronics,” in Proc. of 11th Euromicro Conference on Real-Time 
Systems. Euromicro RTS'99, York, UK, pp. 132-140, 1999. Article (CrossRef Link) 

[10] K. Bimbraw, “Autonomous cars: Past, present and future a review of the developments in the last 
century, the present scenario and the expected future of autonomous vehicle technology,” in Proc. 
of 12th International Conf. on Informatics in Control, Automation and Robotics (ICINCO), 
Colmar, France, pp. 191-198, 2015. 

[11] K. D. Kim, S. R. Son, N. J. Yi, and B. K. Lee, “A Deep Learning Part-diagnosis Platform(DLPP) 
based on an In-vehicle On-board gateway for an Autonomous Vehicle,” KSII Transactions on 
Internet and Information Systems, vol. 13, no. 8, pp. 4123-4141, Aug. 2019.  
Article (CrossRef Link) 

[12] M. Ooi, “Future trend in I&M: The smarter car,” IEEE Instrumentation & Measurement Magazine, 
vol. 22, no. 2, pp. 33-34, Apr. 2019. Article (CrossRef Link) 

[13] P. Leteinturier, “Automotive Semi-Conductor Trend & Challenges,” in Proc. of the Design 
Automation & Test in Europe Conf., Munich, Germany, pp.1-1, 2006. Article (CrossRef Link) 

[14] S. Finkbeiner, “MEMS for automotive and consumer electronics,” in Proc. of 2013 Proc. of the 
ESSCIRC (ESSCIRC), Bucharest, Romania, pp. 9-14, 2013 Article (CrossRef Link) 

[15] S. R. Son, N. J. Yi, and B. K. Lee, “An Optimal Driving Support Strategy(ODSS) for Autonomous 
Vehicles based on an Genetic Algorithm,” KSII Transactions on Internet and Information Systems, 
vol. 13, no. 12, pp. 5842-5861, Dec. 2019. Article (CrossRef Link)  

[16]  S. Gupta, “Chip demand pushes automotive and lubricant industry changes,” Tribology & 
Lubrication Technology, vol. 78, no. 3, pp. 22-24, 2022. 

[17] U. Abelein, H. Lochner, D. Hahn, and S. Straube, “Complexity, quality and robustness - the 
challenges of tomorrow's automotive electronics,” in Proc. of 2012 Design, Automation & Test in 
Europe Conf. & Exhibition (DATE), Dresden, Germany, pp. 870-871, 2012.  
Article (CrossRef Link) 

[18] Y. Kwon and J. Hwang, “Mathematical Modeling for Flocking Flight of Autonomous Multi-UAV 
System, Including Environmental Factors,” KSII Transactions on Internet and Information 
Systems, vol. 14, no. 2, pp. 595-609, Feb. 2020. Article (CrossRef Link) 

[19] A. Straubinger, R. Rothfeld, M. Shamiyeh, K. Büchter, J. Kaiser, and K. Olaf Plötner, “An 
overview of current research and developments in urban air mobility – Setting the scene for UAM 
introduction,” Journal of Air Transport Management, vol. 87, Aug. 2020. Article (CrossRef Link) 

[20] A. Bucchiarone, S. Battisti, A. Marconi, R. Maldacea, and D. C. Ponce, “Autonomous Shuttle-as-
a-Service (ASaaS): Challenges, Opportunities, and Social Implications,” IEEE Transactions on 
Intelligent Transportation Systems, vol. 22, no. 6, pp. 3790-3799, Jun. 2021.  
Article (CrossRef Link) 

[21] D. Kim and S. Kim, “Role and challenge of technology toward a smart sustainable city: Topic 
modeling, classification, and time series analysis using information and communication 
technology patent data,” Sustainable Cities and Society, vol.82, Jul. 2022. Article (CrossRef Link) 

[22] K. Song, K. Kim, and S. Lee, “Identifying promising technologies using patents: A retrospective 
feature analysis and a prospective needs analysis on outlier patents,” Technological Forecasting 
and Social Change, vol. 128, pp. 118-132, Mar. 2018. Article (CrossRef Link) 

[23] M. Halaweh, “Emerging Technology: What is it?,” Journal of Technology Management & 
Innovation, vol.8 no.3, pp. 108-115, Nov. 2013. Article (CrossRef Link)  

[24] Y. Cho and T. Daim, “OLED TV Technology Forecasting using Technology Mining and the 
Fisher-Pry Diffusion Model,” Foresight, vol. 18, no. 2, pp. 117-137, Apr. 2016.  
Article (CrossRef Link) 

[25] S. Choi and S. Jun, “Vacant Technology Forecasting using New Bayesian Patent Clustering,” 
Technology Analysis & Strategic Management, vol.26, no. 3, pp. 241-251, 2014.  
Article (CrossRef Link) 

[26] S. Cuhathakurta and C. Ross, “Autonomous Vehicles and Energy Impacts: Scenario Analysis,” 
Energy Procedia, vol. 143, pp. 47-52, Dec. 2017. Article (CrossRef Link) 

[27] M. Obrecht and M. Denac, “Technology Forecast of Sustainable Energy Development Prospects,” 
Futures, vol. 84, pp. 12-22, Nov. 2016. Article (CrossRef Link) 

https://doi.org/doi:10.1109/EMRTS.1999.777459
http://doi.org/doi:10.3837/tiis.2019.08.017
http://doi.org/doi:10.1109/MIM.2019.8674632
http://doi.org/doi:10.1109/DATE.2006.243953
http://doi.org/doi:10.1109/ESSCIRC.2013.6649059
https://doi.org/10.3837/tiis.2019.12.004
https://doi.org/10.1109/DATE.2012.6176573
https://doi.org/10.3837/tiis.2020.02.007
https://doi.org/10.1016/j.jairtraman.2020.101852
https://doi.org/10.1109/TITS.2020.3025670
https://doi.org/10.1016/j.scs.2022.103888
https://doi.org/10.1016/j.techfore.2017.11.008
http://dx.doi.org/10.4067/S0718-27242013000400010
https://doi.org/10.1108/FS-08-2015-0043
https://doi.org/10.1080/09537325.2013.850477
https://doi.org/10.1016/j.egypro.2017.12.646
https://doi.org/10.1016/j.futures.2016.09.002


676                                 Nam et al.: The Identification of Emerging Technologies of Automotive Semiconductor 

[28] D. Mishra, A. Gunasekaran, S. J. Childe, T. Papadopoulos, R. Dubey, and S. Wamba, “Vision, 
Applications and Future Challenges of Internet of Things: A Bibliometric Study of the Recent 
Literature,” Industrial Management & Data Systems, vol.116, no. 7, pp. 1331-1355, Aug. 2016. 
Article (CrossRef Link) 

[29] J. Joung and K. Kim, “Monitoring Emerging Technologies for Technology Planning using 
Technical Keyword based Analysis from Patent Data,” Technological Forecasting & Social 
Change, vol. 114, pp. 281-292, Jan. 2017. Article (CrossRef Link) 

[30] Y. Cho and T. R. Anderson, “Forecasting MBT Technologies using DEA and LR,” Technology 
Analysis & Strategic Management, vol. 29, no. 4, pp. 353-369, 2017. Article (CrossRef Link) 

[31] G. Kim and J. Bae, “A Novel Approach to Forecast Promising Technology through Patent 
Analysis,” Technological Forecasting & Social Change, vol. 117, pp. 228-237, Apr. 2017.  
Article (CrossRef Link) 

[32] M. N. Kyebambe, G. Cheng, Y. Huang, C. He, and Z. Zhang, “Forecasting Emerging Technologies: 
A Supervised Learning Approach through Patent Analysis,” Technological Forecasting & Social 
Change, vol. 125, pp. 236-244, Dec. 2017. Article (CrossRef Link) 

[33] H. P. Cho, H. Lim, D. Lee, H. Cho, and K. Kang, “Patent Analysis for Forecasting Promising 
Technology in High-rise Building Construction,” Technological Forecasting & Social Change, 
vol. 128, pp. 144-153, Mar. 2018. Article (CrossRef Link) 

[34] H. Chen, G. Zhang, D. Zhu, and J. Lu, “Topic-based Technological Forecasting based on Patent 
Data: A Case Study of Australian Patents from 2000 to 2014,” Technological Forecasting & Social 
Change, vol. 119, pp. 39-52, Jun. 2017. Article (CrossRef Link) 

[35] D.M. Blei, A. Y. Ng, and M. I. Jordan, “Latent Dirichlet Allocation,” Journal of Machine Learning 
Research, vol. 3, pp.993-1022, Jan. 2003. 

[36] S. Deerwester, S. T. Dumais, G. W. Furnas, T. K. Landauer, and R. Harshman, “Indexing by latent 
semantic analysis,” Journal of the American Society for Information Science, vol. 41, no. 6, pp. 
391-407, Sep. 1990. Article (CrossRef Link) 

[37] T. Hofmann, “Probabilistic latent semantic analysis,” in Proc. of the Fifteenth Conference on 
Uncertainty in Artificial Intelligence, pp. 289-296, 1999. Article (CrossRef Link) 

[38] A. Momeni and K. Rost, “Identification and Monitoring of Possible Disruptive Technologies by 
Patent-development Paths and Topic Modeling,” Technological Forecasting & Social Change, vol. 
104, pp. 16-29, Mar. 2016. Article (CrossRef Link) 

[39] A. Suominen, H. Toivanen, and M. Seppänen, “Firms' Knowledge Profiles: Mapping Patent Data 
with Unsupervised Learning,” Technological Forecasting & Social Change, vol. 115, pp. 131-142, 
Feb. 2017. Article (CrossRef Link) 

[40] J. W. Lee, W. K. Lee, and S. Y. Sohn, “Patenting trends in biometric technology of the Big Five 
patent offices,” World Patent Information, vol.65, Jun. 2021. Article (CrossRef Link)  

[41] N. Garzaniti, Z. Tekic, D. Kukolj and A. Golkar, “Review of technology trends in new space 
missions using a patent analytics approach,” Progress in Aerospace Sciences, vol. 125, Aug. 2021. 
Article (CrossRef Link) 

[42] Y. Chen, C. Chen, and S. Lee, “Technology forecasting and patent strategy of hydrogen energy 
and fuel cell technologies,” International Journal of Hydrogen Energy, vol. 36, pp. 6957-6969, 
Jun. 2011. Article (CrossRef Link) 

[43] International Patent Classification (IPC), World Intellectual Property Organization., Geneva, 
Switzerland, 2022. 

[44] Guide to the International Patent Classification, 2022 ed., World Intellectual Property 
Organization., Geneva, Switzerland, 2022. 

[45] M. Ponweiser, “Latent Dirichlet Allocation in R,” Diploma thesis, Institute for Statistics and 
Mathematics, WU, 2012. 

[46] A. Huang, “Similarity measures for text document clustering,” in Proc. of the sixth new zealand 
computer science research student conf. (NZCSRSC2008), Christchurch, New Zealand, vol. 4, 
pp.9-56, 2008. 

https://doi.org/10.1108/IMDS-11-2015-0478
https://doi.org/10.1016/j.techfore.2016.08.020
https://doi.org/10.1080/09537325.2016.1213384
https://doi.org/10.1016/j.techfore.2016.11.023
https://doi.org/10.1016/j.techfore.2017.08.002
https://doi.org/10.1016/j.techfore.2017.11.012
https://doi.org/10.1016/j.techfore.2017.03.009
https://doi.org/10.1002/(SICI)1097-4571(199009)41:6%3c391::AID-ASI1%3e3.0.CO;2-9
https://doi.org/10.48550/arXiv.1301.6705
https://doi.org/10.1016/j.techfore.2015.12.003
https://doi.org/10.1016/j.techfore.2016.09.028
https://doi.org/10.1016/j.wpi.2021.102040
https://doi.org/10.1016/j.paerosci.2021.100727
https://doi.org/10.1016/j.ijhydene.2011.03.063


KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 17, NO. 2, February 2023                                677 

[47] D. Gunawan, C. A. Sembiring, and M. A. Budiman, “The Implementation of Cosine Similarity to 
Calculate Text Relevance between Two Documents,” Journal of Physics: Conf. Series, vol.978, 
Nov.2017. 

[48] G. Crocetti, “Textual spatial cosine similarity,” arXiv preprint arXiv:1505.03934, 2015. 
[49] I. Chung, D. Kim, and N. Kwak, “Maximizing Cosine Similarity Between Spatial Features for 

Unsupervised Domain Adaptation in Semantic Segmentation,” in Proc. of the IEEE/CVF Winter 
Conference on Applications of Computer Vision (WACV), pp. 1351-1360, 2022. 

[50] K. Orkphol and W. Yang, “Word Sense Disambiguation Using Cosine Similarity Collaborates 
with Word2vec and WordNet,” Future Internet, vol. 11, no. 5, May 2019. Article (CrossRef Link) 

[51] M. Pavlinek and V. Podgorelec, “Text classification method based on self-training and LDA topic 
models,” Expert Systems with Applications, vol. 80, pp.83-93, 2017. Article (CrossRef Link) 

[52] R. Sharma, M. Mahrishi, S. Morwal, and G Sharma, “Index point detection for text 
summarization using cosine similarity in educational videos,” IOP Conf. Series: Materials Science 
and Engineering, Jaipur, India, vol. 1131, Feb. 2021. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Daekyeong Nam received the B.S. degree in Electronic Engineering from Inha University, 
Incheon, Korea, M.A. degree in IT Management from KAIST, Daejeon, Korea, and Ph.D. 
Candidate in Graduate School of Technology & Innovation Management from Hanyang 
University, Seoul, Korea. He is currently a General Manager at Korea Electronics Technology 
Institute. His research interests include Technology Policy and Technology 
commercialization. 
 
 
 

 
Gyunghyun Choi received the B.S. degree in Mathematics from Sogang University, Seoul, 
Korea, M.S. degree in Industrial Engineering and Operations Research and Ph.D. degrees in 
Industrial and Systems Engineering from Virginia Polytechnic Institute and State University 
in U.S. He was a principal consultant at Samsung SDS in Korea before he joined the Graduate 
School of Technology & Innovation Management at Hanyang University in 1997. He was 
Dean of Graduate School of Technology & Technology Management and currently a 
professor at Hanyang University. His research interests include Optimization Theory and 
Operations Research, Innovation Management and Manufacturing Innovation. 

https://doi.org/10.3390/fi11050114
https://doi.org/10.1016/j.eswa.2017.03.020

