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Abstract 

 
Rating prediction is an important issue in recommender systems, and its accuracy affects the 
experience of the user and the revenue of the company. Traditional recommender systems use 
Factorization Machines for rating predictions and each feature is selected with the same weight. 
Thus, there are problems with inaccurate ratings and limited data representation. This study 
proposes a deep recommendation model based on self-attention Factorization (SAFMR) to 
solve these problems. This model uses Convolutional Neural Networks to extract features from 
user and item reviews. The obtained features are fed into self-attention mechanism 
Factorization Machines, where the self-attention network automatically learns the 
dependencies of the features and distinguishes the weights of the different features, thereby 
reducing the prediction error. The model was experimentally evaluated using six classes of 
dataset. We compared MSE, NDCG and time for several real datasets. The experiment 
demonstrated that the SAFMR model achieved excellent rating prediction results and 
recommendation correlations, thereby verifying the effectiveness of the model.  
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1. Introduction 

The rapid development of the Internet has satisfied users' demand for information, but has 
also brought about information overload [1]. Faced with massive amounts of data, it is difficult 
for users to find the information that they need. Therefore, the Recommender System [2] 
merges the required times. A Recommender System can select the most valuable information 
from a large amount of information and provide users with personalized services to improve 
their knowledge acquisition efficiency [3]. Although the traditional content-based 
recommendation and Collaborative Filtering (CF) recommendation algorithm is simple and 
effective [4][5], it has the problems of a cold start and missing rating matrix [6], which degrade 
the recommendation performance. 

With the application of Deep Learning in Natural Language Processing (NLP), many 
researchers and industry professionals have begun applying Deep Learning to Recommender 
Systems [7][8][9]. Deep Learning methods can effectively learn the basic features of datasets. 
Some researchers drew inspiration from neurons and constructed a method for learning tasks 
using neural networks. Convolution neural networks, recursive neural networks, multi-layer 
perceptron and other technologies were used to analyze texts, greatly improving the efficiency 
of feature extraction [10][11][12]. Some scholars have used clustering algorithms to study 
document similarity, which can be widely applied to information retrieval and 
recommendation models [13][14].  

Besides, the attention mechanism in Deep Learning can be used to distinguish the 
importance of the different features. By introducing an attention mechanism, the weights of 
irrelevant parts can be reduced [15]. From the perspective of the interpretability of the attention 
mechanism, it allows the direct inspection of the inner workings of the Deep Learning system. 
It achieves the effect of enhancing the interpretability of deep models by visualizing the 
attention weights of inputs and outputs [16]. Therefore, introducing an attention mechanism 
into the recommendation model can distinguish the importance of each potential factor or 
feature and improve its performance of the recommendation model. 

In recent years, the use of review texts to enhance the interpretability of recommendation 
models has become a research hotspot. Review texts can reflect user preferences and explain 
why a high or low rating is assigned. Simultaneously, review text can compensate for the 
deficiency of adequate information, provide rich information for user and item modeling, and 
improve the recommendation effect. However, review texts have a complex structure and 
cannot be handled directly using recommendation models [17]. Therefore, it is essential to 
study recommendation models that can parse review text. 

This study presents a depth recommendation model, SAFMR, based on the self-attention 
mechanism technology. This model uses a convolutional neural network to extract the 
comment features, a self-attention mechanism to automatically learn the importance of 
different features, and to distinguish the importance of features by assigning them different 
weights. The self-attention mechanism automatically assigns weights according to the 
relationships within the features, which can strengthen the relationships within the features 
and capture their correlations. Experiments were conducted using real datasets to evaluate the 
performance of the proposed model. Experiments show that, compared with the traditional 
recommendation model, it improves the accuracy of the recommendation model. 
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2. Related work 
In the CF algorithm, the interaction between users and items is used to find similar users and 
items, and the similarity is then used to make recommendations. With the development of neural 
networks, some recommendation algorithms have merged the CF algorithms and neural 
networks. Some of the latest research has focused on capturing better similarities, including 
designing more complex network structures. For example, He et al. [18] used deep neural 
networks to learn interaction functions from data, in which user preferences were indirectly 
reflected by interaction functions. To improve the cold start problem existing in CF, the SCF 
model [19] uses spectral convolution operations to discover deep interaction information 
between the item and user to solve the cold start problem. The NGCF recommendation 
framework [20] can effectively integrate interactions between users and items into the 
embedding equation. He et al. [21] thought that feature transformation and nonlinear activation 
have no effect on CF and proposed a light graph neural network applied to Recommender 
Systems. Xia et al. [22] proposed a combination of Graph Convolution Networks (GCN) and 
incremental Temporal Convolutional Networks with CF to initialize user and item embeddings 
using the MAML model [23]. Therefore, the recommendation model accelerates its adaptation. 
This alleviates the cold start problem of the CF algorithm. The basic concept of the CF algorithm 
is that similar users have similar properties. The IMP-GCN model [24] uses user features and 
graph structures to identify users with similar interests and recommends products to users with 
similar interests. Zhang et al. [25] proposed model considers the new factor between active users 
and the nearest neighbor, introduces the trust network into the recommendation model, and 
selects the best trust path between users through algorithm integration, which improves 
recommendation performance.  

These studies were improved based on CF algorithms. Although neural networks are used in 
CF, no roundup text covers the rich user preferences and item information, and the 
recommendation model is insufficient in terms of interpretability. 

Compared with CF, using review text to predict ratings can improve the interpretability and 
accuracy of the recommendation model. The continuous development of Deep Learning makes 
it possible for recommender systems to use neural networks to process review texts. The 
DeepCoNN model [26] proposes the use of two Convolutional Neural Networks (CNN) to 
process the review text of users and items and help predict ratings. Referring to the DeepCoNN 
method, Chen et al. [27] used two CNNs to learn the features of user and item reviews, which 
were fed into an extended Latent Factor for rating predictions. 

 In the case of incomplete or sparse target user reviews, Wu et al. [28] proposed a PARL 
model that integrates the and-play model based on DeepCoNN, and uses reviews from similar 
users to enrich the preferences of the target users. Catherine et al. [29] indicated that the 
DeepCoNN model can obtain the best performance only when the sample contains the target 
user's reviews of the target item during the test. During the training process, reviews written by 
users on items were used by the DeepCoNN model to predict ratings, which was not reasonable. 
Therefore, a TransNet model was proposed based on the DeepCoNN model, which extends the 
Transform layer. The Transform layer is a fully connected layer of the L layer, as part of the 
network structure. The Transform layer can transform the potential features of user and item 
reviews into an approximate representation of target the reviews. Finally, the model uses the 
Factorization Machines (FM) [30] to predict ratings. The CARL model [31]was proposed to 
learn potential features from reviews using convolutional operations and attention mechanisms 
and then integrate the potential features and possible ratings into the FM model to obtain the 
missing ratings. However, recommendation models such as DeepCoNN and TransNet use 
Factorization Machines to process cross-features with the same weight for each feature, and 
useless features can introduce noise that affects the effectiveness of the model's 
recommendations.  
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The introduction of an attention mechanism into the recommendation model can distinguish 
the importance of each potential factor or feature and improve its performance of the 
recommendation model. Zhang et al. [32] proposed a new sequence-aware recommendation 
model that uses the self-attention mechanism to infer the relationship between items from the 
user's historical interaction, and used the self-attention mechanism to estimate the relative weight 
of each item in the user interaction trajectory to learn the expression of the user's short-term 
interest. Zhou et al. [33] proposed a TAFA model that uses attention to select comments related 
to a recommendation task to make recommendations.  

In Deep Learning, the self-attention mechanism automatically learns the importance of 
different features and distinguish them by assigning different weights [34]. By combining the 
self-attention mechanism with the Factorization Machine to process the features, the self-
attention neural networks automatically learn the dependencies within the features to improve 
the data representation capability and solve the deficiency of the data representation capability. 
Considering the advantages of the self-attention mechanism, an improved SAFMR model was 
proposed in this study by combining the self-attention technology. 

3. Preparatory theory 

3.1 Convolutional neural networks 

The review text contained complex user and item features. Extracting features for rating 
prediction from review text requires constructing feature extraction networks, and CNN is 
generally used to remove essential keywords from reviews as features. Compared with manual 
extraction and traditional machine learning, rich semantic features can be extracted from 
reviews, and complex high-dimensional data can be handled in CNNs. The problem of 
insufficient accuracy in the manual feature extraction was avoided. At the same time, the 
amount of calculation is reduced in the CNN through the parameter sharing of each network 
layer [35]. The following section introduces various parts of the CNN in detail. 

3.1.1 Embedding layer 

The embedding layer of the CNN maps the review text into an n×k matrix D, where n is the 
number of words in the review, and k is the word vector corresponding to each word. The 
review text vectorization of the model is realized using the word embedding tool, which maps 
the linguistic information to the semantic space. 

3.1.2 Convolutional layer 

The convolutional layer is the primary building block used in CNN, which extracts features 
from the input data. The convolutional layer was composed of several convolution kernels. 
Through multiple convolutions, useful features are enhanced and useless features are reduced. 
Multiple regular convolutions can enhance compelling features and reduce useless features 
[36]. Feature extraction is performed using the convolution kernel law. The convolution 
operation of the matrix obtained by the input layer can be expressed by Eq. (1): 

                 ( [ : -1] )ja D j j v gφ ϖ= ⋅ + +                    (1) 

where aj is the jth feature, j=1, …, n-v+1, D [j: j+v-1] represents the window of size v×k 
formed by the j to j+v-1 rows of matrix D, and the width of the convolution kernel is the 
dimension k of the word vector. The height is v,ϖ is the h×k dimension weight matrix, g is the 
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bias, φ   is the activation function, expressed as ( ) max{0, }z zφ = . According to Eq. (1), 
matrix D can be convolved to obtain n-v+1 features. 

3.1.3 Pooling layer 

After the features of the review text are obtained in the convolutional layer, if the classifier is 
trained directly using the features, it faces the challenge of huge computational effort and is 
prone to overfitting. To further reduce the training parameters and overfitting of the model, the 
features of the convolutional layers must be pooled. The pooling layer was used to reduce the 
dimensionality of the features, compress the data and parameters, reduce overfitting, and 
improve the fault tolerance of the model. The pooling layer most commonly uses Max-Pooling 
and Mean-Pooling, where Max-Pooling is used. 

Max-Pooling filters out one of the largest features generated by each sliding window and then 
stitches these features together to form a vector representation, which is defined as:  
                         1 2 ( 1)},...,max{ , n v

j j j jm a a a − +=                         (2) 
where, mj is the jth maximum feature generated by the sliding of the convolutional kernel. The 
final output is the connection of the results from the d convolution kernels, which is expressed 
by the following equation: 

                             1 2 ], ., .[ . , dM m m m=                          (3) 
As can be seen from Eq. (3), Max-Pooling represents sentences of different lengths as a 

fixed-length vector representation. Max-Pooling was performed separately on different 
channels, and the pooling operation did not change the number of channels. Therefore, Max-
Pooling ensures that the features are position and rotation-invariant. It also reduces the number 
of model parameters and the fit of the model [37].  

3.1.4 The fully connected layer 

The fully connected layer is the final part of the CNN. All units in each layer were fully 
connected to the previous layer.  The primary function of the fully connected layer is to 
reduce the loss of the feature information. 

The fully connected layer is composed of weight matrices and bias matrices, which computes 
the final representation of M of the input pooling layer as: 
                                 ( )X f WM b= +                           (4) 
where W is the weight matrix R d nW ×∈ , and b is the bias matrix R nb∈ . The feature matrix 
X of the review sentence is obtained through the convolution processing of the CNN. 

3.2 TransNet recommendation model 
The TransNet recommendation model is a neural network recommendation model that utilizes 
reviews to improve recommendation performance [29]. The model converts the potential 
features of users and items into approximate representations of the target reviews and uses 
Factorization Machines to predict ratings. 

In real-life scenarios, a recommendation means that the product is recommended to the target 
user before purchasing, and the user can only evaluate the product after purchasing it. Therefore, 
these nonexistent reviews cannot be used as inputs to the model to predict the user ratings of the 
product. The TransNet recommendation model proves that user reviews of the target item have 
high predictive value. These reviews should be effective during training and not testing. 
Therefore, two different neural networks were designed in the TransNet model, the target neural 
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network and the source neural network. The target network processes the review revAB written 
by the target review userA on itemB. The source network processes the reviews of userA on itemB 
that do not contain revAB. The target network uses a CNN to process the target reviews and FM 
to predict ratings. The source network was composed of two CNNs and a Transform layer. 
Without revAB, the user and item reviews were processed using two CNNs. The Transform layer 
is an L-layer nonlinear fully connected network that converts user and item reviews into an 
approximate representation of the target item review [29] used in the later FM rating prediction. 

3.3 Factorization Machines 
Factorization Machines (FM) are supervised learning algorithms proposed by Google 
Researcher Steffen Rendle [31]. The FM is an ideal choice for processing tasks involving high-
dimensional sparse datasets (such as click prediction and item recommendation). FM plays a 
role in predicting ratings in the recommendation model [38]. The FM model enhances the ability 
of the linear model by modeling the second-order crossover features. The equation for FM 
prediction rating is as follows: 

0
1 1 1

ˆ
n n n

i i ij i j
i i j i

y w x w x x w
= = = +

= + +∑ ∑ ∑                   (5) 

where y is the prediction rating, n is the number of features, xi is the ith feature, w0 is the global 
bias, wi is the weight vector of the feature vector xi, ˆ ijw  is the weight matrix, Tˆ ij i jw v v= , vi is 
the implicit vector of the ith dimension feature, w0∈R, wi∈Rn, V∈Rn×k. w0, wi, V are the 
parameters learned by the FM.  

FM can handle high-dimensional sparse datasets and have applications in recommender 
systems and NLP fields. However, because the FM assigns the same weight to each cross-
feature, useless features may introduce noise during feature selection. This affects the final 
prediction performance of the model [39]. 

4. The SAFMR Model 
When traditional neural network recommendation models use FM to process features, each 
feature has the same weight. In the reality, different features often have different effects. For a 
fixed feature, not all features are useful for feature selection, and these useless features introduce 
noise and cause interference. The self-attention mechanism can automatically increase the 
weight of important features and reduce the weight of features with a low impact. Therefore, we 
can introduce the self-attention mechanism into the real recommendation model and learn the 
weights of the different features from the self-attention network. 

The self-attention mechanism maps the feature matrix to the query, the key and the value 
matrices from the same input. When the self-attention mechanism processes a feature, it first 
calculates the correlation between the feature's query matrix and each key matrix, obtains the 
weight coefficient of the value matrix corresponding to each key matrix, and then weighs the 
value matrix to obtain the attention weight. The attention weight determines the features that 
require attention. It can be seen that the self-attention mechanism can effectively learn the 
internal dependencies of features and capture the internal dependencies of features by processing 
the feature matrix [40]. 

The process of using the self-attention mechanism to process the feature matrix can be divided 
into two steps: calculating the attention distribution of the input feature matrix and calculating 
the weighted average of the feature matrix according to the attention distribution. 
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4.1 Calculate the distribution of attention 

For N input vectors [x1, …, xN], to reflect the importance of the features, it is necessary to 
calculate the weight of each input vector. The feature matrix X = [x1, …, xN] obtained by the 
CNN was linearly mapped to three different spaces by the self-attention mechanism. The query 
matrix R, key matrix H, and value matrix S were obtained. The matrix operations are as follows: 

  , ,r h sR W X H W X S W X= = =                       (6) 
where, Wr, Wh, and Ws are the trainable weight matrices, representing the different weight 
selections of feature matrix X. The parameter W of the linear transformation of R, H, and S used 
in Eq. (6) is different. The weight parameter of the attention mechanism is a globally learnable 
parameter fixed to the model. The weight parameter of the self-attention mechanism is 
determined by the input, such that different information in the same model has other weight 
parameters. 

By introducing the feature-related query vector R, the correlation between each query vector 
and input vector can be calculated. 

For each query vector R = [r1, r2, ..., rN], the key-value pair attention mechanism was used. 
After normalization, the attention distribution X̂ was obtained, from which the weight of each 
feature vector was calculated. The attention distribution is expressed by Eq. (7): 

                         

1

exp( )
ˆ

exp( )

i i

i
N j j
j

h r
kx
h r

k

Τ

Τ

=

=

∑
                             (7) 

In Eq (7), 1 2
ˆ },{ ..ˆ ˆ ˆ, ., NX x x x= , H = [h1, h2, ..., hN], k is the dimension of the word vector. After 

the HR matrix was multiplied, the Scaled Dot-Product model was used for scaling. The 
normalization process is highly susceptible to larger or smaller inputs, and it is easy to map to 0 
and 1. After the normalization transformation, when the full probability is assigned to the label 
corresponding to the maximum value, the model is trained with factor k for scaling to prevent 
the gradient from disappearing during backpropagation [41]. 

4.2 The weighted average of the Eigenmatrix 

The weighted sum provides the output based on the attention distribution X̂ . In this section, 
the similarity between the query vector and the known key vector is calculated separately and 
then assigned to the value vector as a weight, and their weighted sum is returned.  Therefore, 
the prediction rating equation is:  

                       0
1 1

ˆ ˆ
n n

i i i i
i i

y w x s x w
= =

= + +∑ ∑                           (8) 

Because the FM assigns identical weights to feature interactions, it can only express the 
relationship between pairwise combinations of features. When the SAFMR model processes 
features, the self-attention mechanism provides an effective modeling method to capture 
global context features through triples of key, query, and value [42]. In the SAFMR model, the 
internal correlation of features is better learned by introducing the self-attention network, the 
dependence on external information is reduced, and the data are accurately expressed, thereby 
improving recommendation model accuracy. 

The SAFMR model includes the target network and the source network, respectively. The 
model framework is illustrated in Fig. 1: 
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Fig. 1. The SAFMR Model 
 

As shown in Fig. 1, the target network uses the CNN text processing layer (conv) to process 
the reviews that userU has written about itemI, revUI. Review text is introduced to the input 
layer of the CNN, and the review information is mapped to the word-embedding matrix DA. 
Then, the feature matrix XA of the target network is obtained by Eqs. (1)-(4). The self-attention 
mechanism is used for XA using Eq. (6). By decomposing the feature matrix XA of the target 
network, three different sub-matrices are obtained: query matrix RA, key matrix HA, and value 
matrix YA. The attention distribution is calculated according to Eq. (7), and the attention 
distribution matrix ˆ

AX  of the target network is obtained. Eq. (8) is applied to the target 
network attention distribution to obtain the prediction rating ˆAy . 

The source network contained two CNN text processing layers. The reviews of userU and 
itemI (TextU, TextI), which do not include revUI are processed separately. The outputs of the 
word-embedding matrices DB and DC are mapped by the CNN.  

The eigenmatrices XB and XC of the source network are obtained through the convolution 
processing of Eqs. (1)-(4). 

0 [ ]B CC X X=                             (9) 
where XB and XC are the user and item review feature matrices that do not contain revUI. The 
two feature matrices XB and XC are horizontally spliced according to the dimension using Eq. 
(9), and a new matrix C0 is obtained. 

There is also a Transform layer in the source network that covers Cl into the target network 
review matrix XA approximation. The Transform layer is an L-layer nonlinear fully connected 
layer network. Each layer had a weight matrix Gl and bias gl. The weight matrix initially 
followed a truncated normal distribution with the mean value of 0 and a standard deviation of 
0.1, and all biases were initialized to 0.1. The transfer equation of layers l and l+1 is:                                     

                           1( )l l lC C G glφ −= +                             (10) 
where Cl is the output of the lth layer of the Transform, Gl ∈ Rn×n, gl∈ Rn. During the training 
process, the output Cl of the transform layer was kept as close as possible to XA. 

The query matrix RB, key matrix HB, and value matrix SB of the source network were 
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obtained using in Eq. (6) for Cl in the source network. The attention distribution matrix ˆ
BX  

of the source network was obtained using Eq. (7) and Eq. (8) was used for the source network 
attention distribution to obtained the prediction rating ˆBy . 

User preferences and item feature information are reflected in the SAFMR model based on 
review text. The SAFMR recommendation model helps users find reviews that are most 
similar to the reviews written by the user, and the most similar reviews, in turn, allow users to 
make informed decisions. In the SAFMR model, to predict the preference of userU for an 
unknown itemQ, reviews of the most similar users are sought. The prediction process is as 
follows. First, Cl is constructed using the reviews of userU and itemQ in the source network. 
Second, all reviews written by other users for itemQ were processed separately to obtain the XA 

in the target network. Of all the user reviews processed by the target network, a review written 
by a particular user can help userU recommend itemQ if the review written by that user is most 
similar to the potential representation (Cl) constructed by userU and itemQ. 

5. The SAFMR model training 

All training samples underwent forward and backpropagation in the neural network. This 
process is called an epoch. However, the number of epoch training samples at one time may 
be too large, and it must be divided into multiple small pieces, that is, into multiple batches 
for training. The number of training samples in each batch is called batch size. Usually, the 
accuracy of the model converges to a stable value after several rounds, which means that model 
training is completed. The training of the model can use different types of loss functions, such 
as the minimum absolute value deviation (L1 norm), least square error (L2 norm), and logic 
loss [43]. In SAFMR model training, the L1 norm was better than the L2 norm. Therefore, the 
L1 norm is used in the loss function of the target network and the source network training, and 
the model loss function is defined as: 

                               ˆ| |UI UIloss y y= −∑                         (11) 

where yUI is the actual rating of userU on itemP, and yUI is the predicted rating. The SAFMR 
model training was divided into two steps.  

5.1 Training of the target network 

The loss function for the target network is the L1 norm between actual and predicted ratings.  

ˆ| |A UI Aloss y y= −                          (12) 

where lossA denotes the target network-loss function. The L1 norm between the minimum yUI 
and the predicted rating ˆAy  was constantly updated during the target network training. 

5.2 Training of the source network 

The loss function is the L2 norm between Cl and reviews the vector XA output by the CNN 
layer of the target network. The remaining trainable parameter of the source network is ˆSy  
and the loss function is the L1 norm between yUI and prediction rating ˆBy . 
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                         2|| ||transform l Aloss C X= −                            (13) 
                            ˆ| |B UI Bloss y y= −                              (14) 

where losstransfrom is the loss function before introducing the attention mechanism layer and 
lossB is the loss function of the rest of the source network. The L1 norm between the minimum 
yUI and predicted rating ˆBy  is constantly updated during source network training.  

In the SAFMR model, user reviews of the target item have high predictive value. These 
reviews only take effect during training and are not available for testing. By training the model, 
its optimal training parameters were determined. When the model is tested in the test set, for 
a given userU and unknown itemQ, the SAFMR model obtains potential representations of user 
and item reviews with the help of the source network and then computes predictions based on 
these potential representations. The most similar reviews of the target network were 
determined by making the predicted rating ˆBy  of the source network infinitely close to the 
actual rating ˆAy of the target network. 

The SAFMR model evaluates the recommendation performance by comparing the predicted 
results of the source network with the actual results of the target network, and helps userU 
make recommendations by using the most similar reviews of the target network. The 
pseudocode of the SAFMR model training is given in Algorithm1 and Algorithm2. 

 
Algorithm1: The training of the target network 

Input： TextU, TextI, revUI, yUI 

1) ( )A UIX conv rev←  

2) , ,A r A A h A A s AR W X H W X S W X← ← ←   

3) ˆ ( )A A
A

H RX Softmax
k

Τ

←   

4) 0
1 1

ˆˆ
n n

A i i A A
i i

y w x S X w
= =

← + +∑ ∑  

5) ˆ| |A UT Aloss y y← −  

6)  new_loss1=backward(lossA) 
Output: ˆAy  

The feature-dependency relationship in the review was learned using the SAFMR model. 
The internal structure of the sentence is captured, so more feature relevance can be obtained 
and context information can be better considered. In addition, in the long-range dependency 
problem, the SAFMR model ignores the distance between features and calculates the 
dependency of the features directly. Therefore, the calculation time was shorter. Finally, when 
the input text length n is less than the representation dimension d, the self-attention mechanism 
can calculate the time complexity of each layer [32], and the complexity decreases from O(kn2) 
to O(kn). 
 

Algorithm2: The training of the source network 
Input: TextU, TextI, revUI, yUI 

1) ( )B UIX conv TextU rev← − , ( )C UIX conv TextC rev← −  

2) 0 [ ]B CC X X←  

3)  Transform_input(
0C ) 

4)  For layer l ∈ L do 
       1( )l l lC C G glφ −← +  

Return Cl  
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5) 
2|| ||transform l Aloss C X← −  

6)  new_loss2=backward(losstransform) 
7) , ,B r l B h l B s lR W C H W C S W C← ← ←  

8) ˆ ( )B B
B

H RX Softmax
k

Τ

←  

9) 0
1 1

ˆˆ
n n

B i i B B
i i

y w x S X w
= =

← + +∑ ∑  

10) ˆ| |B UI Bloss y y← −  

11)  new_loss3=backward(lossB) 
Output: ˆBy  

6. Experiments 

6.1 Datasets 

The Amazon dataset was used as experimental data (http://jmcauley.ucsd.edu/data/amazon/). 
These datasets mainly collected information from the Amazon website from May 1996 to July 
2014, including user and item reviews and ratings, a total of 142.8 million reviews, with ratings 
ranging from 1 to 5. First, the data density was preprocessed using the Skip-Gram [44] model 
to retain 50,000 words with the highest word frequency in the user and item review data. 
Second, deactivated words (the, and, is, etc.) and useless punctuation marks were retained, and 
these words were then subjected to word form reduction and other processes. The datasets 
statistics and datasets partitions are listed in Tables 1 and Table 2. 

 

Table 1. Datasets statistics 

Dataset Reviews Users Items 

Digital Music  64705 5541 3368 

Beauty 198475 22365 12101 

Clothing, Shoes 
and Jewelry  

278653 39387 23033 

Home and 
Kitchen  

551466 66519 28237 

Kindle Store  982597 68223 61934 

Electronics  1688117 192403 63001 

 

 

 

http://jmcauley.ucsd.edu/data/amazon/
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Table 2. Datasets partitions 

Dataset Train Valid Test 

Digital Music  51764 6470 6471 

Beauty 158780 19847 19848 

Clothing, Shoes 
and Jewelry  

222922 27865 27866 

Home and 
Kitchen  

441171 55147 55147 

Kindle Store  786077 98260 98260 

Electronics  1350493 168812 168812 

 

6.2 Evaluation criteria 

The Amazon dataset contains user rating data for items, and the commonly used evaluation 
indicator in the Recommender Systems of the rating prediction class is the Mean Square Error 
(MSE). MSE is used as an indicator to measure the prediction results, and it is often used to 
measure the performance of a recommender system. It is also used in the recommender system 
competitions held by Baidu, Netflix, and Alibaba. The MSE is used to measure the 
performance of the model proposed in this paper regarding the accuracy, which is defined as 
follows. 

2

1

1 ˆMSE ( )
N

i i
i

y y
N =

= −∑                         (15) 

where N is the number of test data, yi is the actual rating, ˆiy is the predicted rating. The smaller 
the MSE value, the higher the recommendation accuracy. 

And to measure the relevance of the recommendation results of the model, this study also 
uses the Normalized Discounted Cumulative Gain (NDCG) as the evaluation index. The 
NDCG value range is [0, 1], and the larger the NDCG, the higher the recommendation 
correlation. This is calculated as follows: 

1 2

2 1
log ( 1)NDCG
IDCG

irelp

i
p

i=

−
+

=
∑

                    (16) 

where reli represents the relevance score of the recommendation result in position i, IDCG 
represents the list of the best recommendation results returned by the recommendation system 
for a certain user, and p represents the length of the recommendation list to be examined. 
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6.3 Experimental Settings 

In each task, we conducted experimental validation on the datasets (Digital Music, Beauty, 
Clothing, Shoes\Jewelry, Home and Kitchen, Kindle Store, Electronics) and divided the 
datasets into training, validation, and test sets in a ratio of 8:1:1. The experimental 
configuration used Ubuntu 18.04 operating system, GPU is RTX 2080 Ti, 11GB video memory, 
CPU is 7-core Intel(R) Xeon(R) 2.40GHz, and 4GB RAM. The environment required for the 
experiments is CUDA 11.0, Python 3.8.0, and the main Python Third-Party Libraries are 
PyTorch 1.7.0, Scipy 1.9.0, NLTK 3.7.0, Numpy 1.21.2 and Pandas 1.4.3. 
All input reviews were processed using a natural language processing kit [45] and then 
degraded. The stop words and punctuation marks in the reviews were individually marked and 
retained. The review text vectorization of the model is acquired by the Word Embedding Tool 
[46], which maps lexical information into the semantic space and finally obtains a word vector 
model. Adaptive Moment Estimation [47] is used to optimize the training optimizer of the 
model, which is an optimizer based on a random gradient with adaptive features. In the 
experiment, 15 epochs were trained, each epoch was divided into 500 batches and each batch 
processed 128 batch sizes. The Mean Square Error was calculated once for the validation set. 
If a smaller MSE is found, it is saved to the current model. Experiments show that other 
hyperparameter values have different effects on the training of the recommendation model and 
subsequently affect the recommendation effect. The names and values of the hyperparameters 
used in this study are presented in Table 3. 

Table 3. Hyperparameter value 

Number Hyperparameter value 
1 Epochs 15 
2 Batch size 128 
3 Learning rate 0.008 
4 Learning rate decay 0.99 
5 Kernel count 100 
6 Kernel size 3 
7 Dropout prob 0.5 
8 CNN out dim 50 
9 Review count 10 
10 Review length 80 
11 Lowest review count 2 
12 Transform layer 2 

 

6.4 Influence of hyperparameters on the SAFMR model 

The learning rate is an essential hyperparameter for model training that controls the learning 
speed and number of errors assigned to the model. The weights of the model were updated at 
the end of each batch of training instances. In general, a higher learning rate allows the model 
to learn faster at the expense of a suboptimal final set of weights. A smaller learning rate 
enables the model to learn a more optimized or globally optimal set of importance but may 
take longer to train [48]. 
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Fig. 2. Variation in MSE with different learning rate 

 
With a perfectly configured learning rate, the model learns the best approximation function 

for a given available resource in a given number of training periods. On the Home and Kitchen 
datasets, we plotted the effects of different learning rates on the MSE during the training of 
the SAFMR model, as shown in Fig. 2 Several experiments have demonstrated better 
performance with a learning rate of 0.014. However, to shorten the time for model training and 
control the number of errors assigned, the SAFMR and control models were trained with the 
learning rate set at 0.008. 

6.5 Performance Comparison 

In this section, we compare the recommendation performance of the SAFMR, TransNet [29] 
and TAFA [33] models on six datasets from Amazon and plot a histogram. 

 

Table 4. Performance of the recommendation models 

Dataset Method MSE NDCG Time(s) 

Digital Music 
(31.3MB) 

SAFMR 1.154 0.1525 217 
TransNet 1.533 0.1015 383 

TAFA 1.486 0.1723 559 

Beauty 
(42.7MB) 

SAFMR 1.324 0.0762 1239 
TransNet 1.650 0.0586 4747 

TAFA 1.536 0.0662 5987 
Clothing, Shoes 

and Jewelry 
(46.2MB) 

SAFMR 1.253 0.0923 1903 
TransNet 1.669 0.0898 5804 

TAFA 1.330 0.0738 7583 
Home and 
Kitchen 

(134.9MB) 

SAFMR 1.062 0.0902 3993 
TransNet 1.463 0.0716 9297 

TAFA 1.178 0.0762 14084 

0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02
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1.05
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Kindle Store 
(265.8MB) 

SAFMR 0.823 0.1214 23165 
TransNet 1.164 0.0623 35734 

TAFA 1.074 0.0827 71942 

Electronics 
(484.2MB) 

SAFMR 1.294 0.1054 13728 
TransNet 1.765 0.0962 43164 

TAFA 1.496 0.0842 57972 
 

 
Fig. 3. The MSE performance of the recommendation models 

 

Fig. 4. The NDCG performance of the recommendation model 
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As shown in Table 4, Fig. 3 and Fig. 4, the recommendation performance of this model is 
better than that of the other models in the six datasets. Under the same training parameters, the 
MSE and NDCG of the six datasets were improved, respectively, and had the fastest training 
time. The improved SAFMR model has a smaller error, indicating that the SAFMR model can 
enhance the internal interpretability of the model. By assigning different weights to features, 
the data expressed is more accurate, and the performance of the recommendation model is 
improved 

7. Conclusion 

The SAFMR model was proposed to express the relevance of user and item features in the 
reviews. The model automatically learns the intrinsic correlation between features through the 
self-attention network and allocates more attention resources to essential features. The 
experimental results show that the SAFMR model achieves better rating prediction results with 
significantly higher accuracy on the dataset of four Amazon categories, thus verifying the 
effectiveness of the proposed SAFMR model. 

In addition, because of the large amount of information in the review documents, the 
recommendation model requires a lot of time in the training process and is less efficient. 
Therefore, GPU clusters can be used to process a large amount of data and shorten the training 
time using parallel computing. 
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