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Summary 
Machine-learning techniques are discovering effective 
performance on data analytics. Classification and regression are 
supported for prediction on different kinds of data. There are 
various breeds of classification techniques are using based on 
nature of data. Threshold determination is essential to making 
better model for unlabelled data. In this paper, threshold value 
applied as range, based on min-max normalization technique for 
creating labels and multiclass classification performed on 
rainfall data. Binary classification is applied on autism data and 
classification techniques applied on child abuse data. 
Performance of each technique analysed with the evaluation 
metrics.  
Keywords:  
Machine learning, binary classification, multiclass 
classification, multi-label classification, threshold, cluster-then-
predict. 

1. Introduction 
1.1. Data Analytics 
Analytics of data is sketching some conclusions 

about data. Data analytics is a component of data science, 
which is combined areas as mathematics, statistics and 
computer science. Statistical methods are well suitable for 
solving many of the problems. There are dissimilar kinds 
of analytics methods like descriptive, predictive, 
diagnostic and prescriptive. Data analytics have a 
potential to articulate a fruitful solution for 
experimentation [1]. 

1.2. Predictive Analytics 
Machine learning is stem of artificial intelligence 

which occupies a significant position in computational 
intelligence. Every domain such as medical, agriculture, 
Finance are using machine learning to fulfil the needs of 
their decisive state of affairs. There are supervised and 

unsupervised algorithms are using based upon the data. 
Analysis of preceding data provided useful future 
resolutions are derived is known as predictive analytics. 
Classification algorithms are effectively working for 
prediction. Predictive analytics can be applied on different 
kinds of data such as qualitative and quantitative. 
Regression is another technique to prediction especially 
for continuous data. Prediction in regression is performs 
with the dependent and independent variables [2,3,4,5]. 

1.3. Binary Classification 
Autism data consisting of two labels named as autism, 

which is denoted label as “YES”, and non-autism which is 
denoted label as “NO”. Binary classification is one the 
machine learning technique which is handling two class 
labels. ASD is an emerging social problem in childhood 
of human. In 1970, autism society of United States 
arranged an awareness program to light a confident on 
autism people. Autism awareness month as April was 
announced by autism society of United States. World 
health association (WHO) reveals that 1 among 160 are 
affected because of autism [IAP]. India is having 1 among 
500 individuals .Autism is identified above two years 
clearly in human life. Mostly boys are affecting 
comparing with the girls and by this psychiatric disorder, 
parents getting more saddle with economical and mental 
depression for care concerning the children. Medical 
Analysis exposed that autism disorder splits as 
hypersensitivity and hyposensitivity by causing confusion 
among the children [6, 7, and 8.  

1.4. Multi-class classification 
Classification of more than two instances or 

classes is called as multi-class classification, which is also 
known as multi-nominal classification. There are plenty of 
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algorithms are available for classification technique. Most 
suitable algorithms for multi class classification are KNN, 
Decision trees, Naïve Bayes, Random forest, gradient 
boosting, SVM, C4.5, Neural network, ID3 [8, 9, 10, 11] 
(Baidaa M, 2019). 

1.5. Multi-label classification 
Most of the research has dealt with single label 

classification. Multi-label classification is a method of 
handling more than two labels for a class. There are a 
couple of methods are available in this category. This can 
be divide into problematic transformation approaches 
which is transform multi label to single label classification 
technique and another one is algorithm adaptation 
methods. KNN, decision trees and neural networks are 
most appropriate algorithms for multi-label classification 
[12] (Raed Alazaidah, 2015).  

1.6. Threshold value 
Threshold is a probability point which is limits the 

criteria for doing certain process on data such as 
classification and clustering and association rules. 
Threshold value will smooth data. Largest value of 
threshold will neglect more coefficients then over 
smoothing occur on result. On the other side, smallest 
threshold will take more coefficients, and then the 
resultant data get poor performance [13]. (K. Sasirekha, 
2014).  

2. Background of Study 
The research of autism reveals that there is 1 

among 88 has been affected in United States. Comparing 
with children, adults are distressing by autism spectrum 
disorder worldwide. Intensifying of this disability will be 
reach 2 million persons with ASD in US [14, 15]. 

Classification techniques of data mining like 
neural network (NN), support vector machine (SVM) and 
proposed fuzzy logic IF THEN rules was taken for classify 
autism as mild moderate and severe. SVM provided 
enhanced performance than the other techniques [16]. 
Regression is a machine learning technique which knob 
with binary outcome. Screening methods consists of 
questionnaires from A1 to A10 in the ADI (Autistic 
Diagnostic Interview). ADI will be the training and many 
of the questions asked to individuals with the help of 
mobile application ASD Tests. Filtering methods 
Information Gain (IG) and Chi Square Testing (CHI) were 
applied on the features of Adolescent data. Logistic 

regression was the fit classifier for binary outcomes [17, 
18]. [19, 20] analysed ASD diagnosis. Logistic regression 
applied as a fit classifier and then performance metrics 
such as accuracy, F1 score and recall were used to analyse 
the feasibility of the model. Comparison of ML algorithms 
like Support vector machine, logistic regression, naive 
bayes, K-nearest neighbour and CNN have been applied 
on ASD data. Among the performance of these algorithms 
SVM supported well for classifying ASD data. Statistical 
analysis of ANOVA has been used to show the high ability 
of regional synchronization likelihood with low frequency 
bands. Random forest and decision trees are the easy way 
of implementation and tree form of result exhibited among 
other algorithms of classification [21].  

 Forecasting of landslides in Kalimpong Region 
of the Darjiling Himalayas hills were illustrated with 
threshold of rainfall level. Cumulative rainfall and 
duration of rainfall taken as components and power law 
equation has been used to set the threshold value for 
identify the landslide [22]. Prediction of rainfall estimated 
with data of climatic conditions such as temperature of 
wind speed, pressure, dewpoint, humidity. Decision tree 
applied on this data and gini index used for better accuracy 
[23]. [24] was used machine learning techniques like 
bayesian linear regression, boosted decision tree 
regression, auto correlation function, decision forest 
regression were applied on rainfall data of Terengganu of 
Malaysia. 
 . 

Half of the children among world-wide facing 
violence. So, consideration is needed for the violence 
against children.AI helps to overcome this problem in 
numerous ways. Another approach is mHealth, which will 
be in the part of prevention of child abusing [25, 26]. Child 
abusing is everywhere in worldwide now a days. Public 
health institution of Netherlands country tried to build a 
decision support system to prevent abusing against 
children. Using unstructured data of child abusing, text 
mining methods has been applied and decision support 
API developed [27]. Online media are one of the causes 
which are affecting society. Text mining and feature 
extraction done on child abuse data and classification 
algorithms were applied [28]. 

Child maltreatment data handled with big data 
intelligent techniques like c4.5 algorithm and apriori 
algorithm which used for identifying changes and trends 
[29]. Resultant clusters were stored in HIPPO cluster. 
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Another data mining technique nearest neighbor used to 
predict of risk among children in society [30]. A sentiment 
analysis of customers regarding the products was done on 
social media data with k-means algorithm and CART 
algorithm. Classification process provided fruitful 
prediction results [31, 32].  

Gene expression of patient responses regarding 
the drug tamoxifen’ data were taken for experiment. T-
time threshold, which is a distance threshold value 
between two time series data. Structures of cluster were 
affected when the threshold value changes [31, 32]. 
Stationary wavelet transform was taken for the threshold 
value for removing Gaussian noise of an image of 
fingerprint. 

 

3. Methodology 
 

3.1. Flow of the process 
 

 

 

 

 

 

 

 

 

 

 

 

3.2. Depiction of data 
Autism child data is having 21 attributes and 292 

instances. There are information regarding the children 
such as age, gender, ethnicity, born with jaundice, family 
member with PDD, who is completing the test, country of 
residence, used the screening app before, screening 
method type  and ten questions of screening method which 

consists of yes or no answers. This data downloaded from 
UCI repository. Rainfall data consists of 16 attributes and 
115 instances. This data is used from government of India 
website. Child abuse data consists of 14 attributes and 13 
instances which is used from NCRB. 

3.3. Cleansing Data 
 Feature selection is one of a technique to select 

most important features of data. Principal component 
analysis (PCA) is feasible method for feature selection, 
which was applied in autism data. In this paper, missing 
values handled for all the three data. 

3.4. Predictive Analytics 
Proposed Technique for threshold determination 

Our proposed method for setting threshold is 
based on min-max normalization technique. 

a′ ൌ ୟି୫୧୬ ሺୟሻ

୫ୟ୶ሺ௔ሻି୫୧୬ ሺ௔ሻ
   

    --------------- (1) 

Min-max normalization technique is an 
effective technique to normalize data and modernize into 
0 to 1 without affecting the originality of data.  

Threshold setting for multi class classification 

Input: statistical report of data   
output: class label 

 Load data 

 Select class attribute ai. 

 Apply min-max normalization technique to 
dataset D. 

 If ai<0.33 then 
     Label “LOW” 
If 0.34≤ ai ≤0.66 then 
    Label”MEDIUM” 
If 0.67≤  ai ≤1.0 then  
     Label”HIGH” 

 Apply labels to ai. 

 

3.5. Cluster-then-predict: 
 Cluster-then-predict is a methodology for unlabelled data. 
Basically clustering technique applied to the data and then 
classification will be done through the clusters .Resulting 
clusters are taking as features for the classification process.  

Data 

Cleansing data 

Predictive analytics 

with machine learning 

techniques 

Autism Data 

Child abuse 

d

Rainfall data 

Results 

Performance Evaluation 

Figure.1: Flow of the process 
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4. Results and Discussion 
4.1. Pre-processing 

      

 

The above picture shows that autism data contained missing values in the attributes such as ethnicity, age and 
A1score.Missing values were filled with mean value of the respective columns. Figure 2&3 are missmap of a data. 

      

 

4.2. Predictive Analytics 

Evaluation Metrics of Autism data: 
 

 

 

 

 

          
Figure.6: Comparison of accuracy for ASD data 

Figure.2: Autism data with missing values  
Figure.3: Autism data without missing values 

Figure.4: Missmap of rainfall data Figure.5: Missmap of child abuse data 
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Algorithm Precision Recall F1 Score MAE MSE RMSE TPR FPR 

J48 1 1 1 0 0 0 1 0 

Random Forest 0.95 0.9 0.93 0.1 0.01 0.13 0.93 0.067 

KNN 1 1 1 0.11 0.10 0.33 0.88 0.11 

SVM 1 1 1 0 0 0 1 0 

Naïve bayes 1 1 1 0.04 0.01 0.1 0.99 0.01 

Decision Trees 1 1 1 0 0 0 1 0 

Neural Netwok 1 1 1 0 0.09 0.31 1 0 

Logistic 
regression 

1 1 1 0.13 0.13 0.36 1 0 

Table.1: Evaluation metrics for ASD Data 

J48, KNN, SVM, naïve bayes, decision trees, neural network, and logistic regression are the classification and 
regression techniques are preserved for binary classification. KNN provides 99.8% of accuracy among the other algorithms 
for autism data.Table.1 explores error metrics such as MAE, MSE, and RMSE are near to 0 and quality metrics such as 
precision, recall and f1 score are near to 1.so, the above algorithms performed well on autism data. 

4.3. Evaluation metrics of Rainfall data 
Min-max technique on Rainfall Data: 

                

 

Figure.8: Accuracy for rainfall data 

                                       Figure.7: Rainfall data before and after Min‐Max technique 
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Figure.8 shows that the accuracy of different kinds of 
algorithms for rainfall data which is labelled using min-
max threshold technique.Table.2 displays evaluation 

metrics and error mostly near to 0 and then the quality 
metrics mostly near to 1.Neural network produced lowest 
accuracy comparing with other algorithms. 

Algorithm Precision Recall 
F1 
Score 

MAE MSE RMSE TPR FPR 

Random Forest 0.99 0.99 0.99 0.06 0.133 0.017 0.95 0.002 

KNN 0.80 0.88 0.84 0.02 0.01 0.13 0.97 0.032 

SVM 1 1 1 0.2 0.07 0.27 1 0 

Naïve bayes 0.35 0.52 0.54 0.2 0.12 0.36 0.63 0.44 

Decision Trees 0.99 0.99 0.99 0.007 0.004 0.07 0.99 0.003 

Neural Netwok 0.50 0.33 0.32 0.3 0.1 0.4 0.64 0.23 

Gradient Boosting 1 1 1 0.13 0.13 0.36 1 0 

Multiple Linear Regression 0.54 0.37 0.76 0.3 0.1 0.36 0.69 0.33 

 

4.4. Evaluation metrics for child abuse data 
Child abuse data consists of numerical data 

without class labels. Based on cluster-then-predict method, 
prediction can be done linear regression, naive bayes and 

decision tree algorithms are most supported than the other 
classification algorithms for child abuse data. Bayesian 
regression is another pretty method for prediction 
analytics, which shows higher accuracy than the other 
techniques. 
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5. Conclusion 

In this paper, there are different kinds of data 
were taken for prediction analytics. Binary classification 
techniques applied on autism data which consists of 0 and 
1 data. Rainfall data having continuous data and multi-
class classification techniques applied on this data. Child 
abuse data contains numerical data cluster-then-predict 
methodology and bayesian regression has applied on this 
data. Other kinds of analytical methods can be applied for 
these data in the future era. 
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