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Abstract

Journaling file systems are widely used to keep file systems in a consistent state against crash situations. As

traditional journaling file systems are designed for block I/O devices like hard disks, they are not efficient for 

emerging byte-addressable NVM (non-volatile memory) media. In this article, we present a new in-memory 

journaling file system for NVM that is different from traditional journaling file systems in two respects. First, 

our file system journals only modified portions of metadata instead of whole blocks based on the byte-

addressable I/O feature of NVM. Second, our file system bypasses the heavy software I/O stack while 

journaling by making use of an in-memory file system interface. Measurement studies using the IOzone 

benchmark show that the proposed file system performs 64.7% better than Ext4 on average.
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1. Introduction

Reliability is one of the important issues in the design of file systems. In particular, sudden power failures 

can happen in systems like mobile devices and data recovery is necessary when system crashes occur. To cope 

with this situation, journaling has been widely adopted in reliable file systems such as Ext4 [1]. Journaling 

writes updated data to a temporary storage location called the journal area first, and then reflects them to the 

persistent location of the file system later. Writing updated data to the journal area first protects data from 

being corrupted when a sudden system crash occurs because a consistent version of the data always exists

either in the journal area or in the persistent file system location. In contrast, corrupted data may not be 

recovered if we flush updated data directly to its persistent location since the data can be partially updated 

during the power failure situation [2, 3]. 

In this article, we present a new journaling file system designed specifically for NVM (non-volatile memory) 

devices. NVM is a byte-addressable medium like DRAM, so traditional journaling techniques designed for 

block devices are not appropriate for NVM in two respects. First, if we adopt traditional journaling as it is in 

NVM, an entire block should be journaled even though a single byte has been modified. As metadata journaling 
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is the default option of most file systems, which involves journaling of just a few bytes, it may cause significant 

inefficiency to NVM. Second, when an I/O request is issued on a traditional block storage device, the request 

traverses through a series of software stack layers to access the storage device. In NVM-based storage systems, 

as the access latency is very fast, the relative impact of this software stack overhead increases dramatically. A 

recent study reports that the software stack overhead is responsible for less than 1% of the storage access 

latency under the hard disk storage, but it is responsible for over 90% in NVM storage when the same software 

I/O stack is used [4]. Therefore, it is important to alleviate this overhead when designing file systems for NVM 

storage. 

Motivated by this, we design and implement a journaling file system that can reduce the amount of data 

journaled and the software stack overhead significantly when the underlying storage device is NVM. Previous 

studies on NVM usually adopt NVM as a block device that needs to pass through the software I/O stack, and 

also do not exploit the byte-addressable features of NVM [5, 6, 7]. Unlike previous studies, we devise an 

efficient journaling mechanism by the byte-addressable I/O feature of NVM. Specifically, during the 

journaling process, our file system flushes only the modified part of metadata to the byte-addressable journal 

area in NVM, while existing journaling file systems perform I/O for a whole block [1]. Also, our file system 

need not pass through heavy software I/O stacks during journaling by making use of the in-memory file system 

interface. Measurement studies with IOzone benchmarks for the four representative I/O scenarios show that 

the proposed file system performs better than Ext4 by 64.7% on average.

2. Related Work

To buffer the speed gap between main memory and storage, operating systems adopt the buffer cache layer 

that holds file data requested in a certain memory space. By utilizing this buffer cache, file systems such as 

Ext4 do not need to access slow storage when the same data in the buffer cache is subsequently requested [8]. 

However, as the buffer cache uses volatile DRAM, if the system crashes while writing modifications to storage, 

the file system may be inconsistent or even corrupted. To cope with this situation, reliable file systems such as 

Ext4 adopt the journaling mechanism [1, 3]. Instead of writing modified data directly to its persistent location 

in the file system, journaling writes modifications to the journal area first and then reflects them to the 

persistent location later. By so doing, journaling guarantees file system consistency in any crash situations. 

Journaling groups data to be updated atomically and manages them as a single transaction. To implement 

journaling semantic, three types of transaction lists are used in journaling file systems [1, 8]. The first is a 

running transaction list that maintains blocks that become dirty after the completion of the previous journaling. 

When journaling starts, the running transaction list is converted to a commit transaction list, and a new running 

transaction list is created to insert updated blocks for the next journaling period. During the journaling, all dirty 

blocks within the transaction list are journaled together. When all blocks in this transaction is successfully 

written to the journal area, a commit mark is placed on the journal area. This mark indicates that the transaction 

will be reflected to the persistent locations in storage even in case of a system crash. After the completion of

this journaling, the commit transaction list is converted to the checkpoint transaction list, which is maintained 

until the journal data are reflected to their persistent file system locations through checkpointing. Unlike 

journaling operations that are performed frequently to protect data from being lost (e.g., default period is 5 

seconds in Ext4), checkpointing intervals are relatively long (e.g., 5 minutes).

Journaling provides reliable file system states, but it generates additional storage writing. As a compromise 

between performance and reliability, journaling file systems offer different journaling levels such as metadata 

journaling and full data journaling. In metadata journaling, only metadata is journaled and regular data blocks 
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are directly flushed to their persistent file system locations. So, the file system structure is protected while file 

contents can be corrupted in metadata journaling. In full data journaling, the file system journals both metadata 

and regular data. This guarantees the complete consistency of a file system, but incurs significant overhead

due to writing the same data to storage twice. To compromise between reliability and performance, some file 

systems like Ext4 provide a kind of metadata journaling called the ordered-mode journaling where only the 

metadata is journaled but regular data should be flushed before journaling metadata in order to minimize the 

chance of data corruption such as generating dangling pointers [9]. Journaling is basically performed 

periodically but it can also be triggered by synchronous writes from user processes. 

3. In-Memory Journaling File System for NVM

The file system proposed in this article is designed to utilize the byte-accessibility of NVM by making use 

of an in-memory file system interface. Thus, unlike traditional file systems, a certain memory address space is

mapped directly into the file system tree, thereby bypassing the buffer cache layer as shown in Figure 1. This 

file system structure reduces unnecessary memory copy operations and eliminates software stack overhead 

during I/O operations. It also eliminates the inefficiencies of traditional file systems where storage is accessed 

by block size. However, if a power failure occurs while data is being written to the file system, the data may 

become inconsistent.

To resolve this problem, journaling techniques are widely used, but it is not possible to use journaling 

designed for block devices as it is in an in-memory file system. In this article, we aim to design a journaling 

technique for an in-memory file system that provides the same level of data reliability as the journaling used 

in existing file systems like Ext4. To this end, we analyze the source code of journaling block device (JBD) 

used in Linux operating systems and port it to the journaling module of our in-memory file system. 

Meanwhile, as the overhead of full data journaling is large, most journaling file systems including Ext4 

journal only metadata as a default. Similarly, we use the ordered mode, which is a widely used journaling 

option that journals only metadata, in our in-memory file system design. This has the advantage of providing 

the same level of reliability as the existing file systems while maximizing the efficiency of the in-memory file 

Figure 1. Comparison of journaling in Ext4 and the proposed in-memory file system.
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system.

When a user process makes a write system call, our file system writes directly to the file system location in 

memory without passing through the buffer cache. This is different from traditional file systems, which write 

to buffer cache first and then reflect the writes to the file system location. Therefore, in order to guarantee 

reliability in an in-memory file system, journaling should be performed for every write request from a user 

process, which causes enormous overhead. Although the software I/O stack overhead can be eliminated, 

journaling in in-memory file systems requires write-twice behaviors for every write system call. This causes 

excessive overhead compared to periodic flushing performed in existing journaling file systems. However, if 

the journaling option is set to the ordered mode, most of this overhead can be removed as the targets of 

journaling are limited to inode parts. Also, our in-memory journaling supports atomicity of each write request, 

which is different from traditional journaling that supports periodic transactions. 

Let us describe in detail how our file system works. When a write request comes from a user process, regular 

data is first written directly to the corresponding data location in the file system. Unlike conventional file 

systems, writing is performed in byte units for the modified file location similar to memory write operations, 

which is very efficient because it does not pass through the software I/O stack. These write operations 

correspond to the same amount of work as write operations to the buffer cache in traditional file systems. When 

writing of regular data is finished, inode journaling is performed in a specific memory area. This journaling is 

completed by recording a COMMIT mark. A write operation that has been committed means a state in which 

the file system can be restored even if a system crash occurs. After journaling for an inode, the inode is flushed 

to a persistent location in the file system. Since all of these steps consist of only memory access operations, 

they incur light overhead similar to writing to the buffer cache in traditional file systems. 

In summary, the proposed file system has the advantage of eliminating the overhead of traditional journaling 

in terms of the I/O paths to be traversed and the I/O size to be journaled.

4. Experimental Results

To validate the effectiveness of the proposed file system, we compare the performance of our file system 

that we call NVMFS in comparison with Ext4 through measurement experiments. There are other journaling 

file systems such as ReiserFS, but we chose Ext4 as it is the most widely used in systems ranging from mobile 

devices to high-end servers. Our experimental platform consists of an Intel Core i5-3570 CPU running at 

3.4GHz, 8GB of DDR3-1600 memory and 1TB of SATA 3Gb/s HDD. We perform experiments on Linux 

kernel 3.10.20. We emulate the performance of NVM by making use of DRAM on DIMM slots. This is the 

upper-bound performance of NVM as STT-MRAM is expected to provide nearly identical read/write 

performances of DRAM [10]. 

In the Ext4 file system case, though NVM is put on DIMM slots, it is recognized as a block device as the 

Ramdisk device driver is installed on it. For Ext4’s journaling, we use the ordered mode as is the default 

configuration in Ext4. Our file system also performs the ordered mode journaling, but it makes use of an in-

memory file system interface, thereby accessing NVM via byte-addressable interfaces. As the two file systems 

equally use the ordered mode, they guarantee the same reliability level. We measure the performance of 

systems using the IOzone benchmark that assesses the performance of storage systems by generating a series 

of specific access patterns [11]. We use four IOzone scenarios: random read, random write, sequential read, 

and sequential write, which are the most popular scenarios used in many other studies [3, 4]. Following the 
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default configuration of IOzone, the operation unit ranges from 4KB to 16MB. The total footprint of the 

benchmark is set to 2GB.

Figure 2 shows the throughput of the proposed file system in comparison with Ext4. As shown in the figure, 

our file system performs better than Ext4 in all cases of IOzone scenarios. Specifically, when we evaluate the 

throughput difference between the two file systems divided by the throughput of Ext4, the performance 

improvement of our file system against Ext4 by is 64.7% on average. This is because our file system reduces 

I/O traffic for small-sized requests and also improves I/O efficiency by eliminating the software I/O stack 

overhead. Specifically, our in-memory file system uses a certain part of the buffer cache in the kernel address 

space as the file system location and thus, it does not use the buffer cache during I/O operations. This allows 

our file system to reduce the synchronization cost between memory and storage. In contrast, Ext4 should pass 

through the buffer cache layer and the software I/O stack to reach NVM storage incurring considerable 

overhead.

When comparing the results of read and write, it can be seen that the performance improvement of our file 

system is relatively small in read operations. This is because a large portion of read requests are absorbed in 

the buffer cache layer without actual storage I/Os. In write operations, our file system shows significant 

performance improvement compared to Ext4, where periodic storage writing is essential to maintain 

consistency even for data that already exists in the buffer cache, whereas our file system does not have such 

operations.

5. Conclusion

Journaling techniques are widely adopted in reliable file systems such as Ext4 to resist sudden power failure 

situations. However, we showed that traditional journaling is not appropriate for byte-addressable NVM in 

two respects. First, traditional journaling should be performed by an entire block size even though a single 

byte has been modified. Second, traditional journaling depends on I/O operations that should pass through a 

series of software stack, which incurs large overhead in NVM. Based on these observations, we presented a 

new journaling file system designed appropriately for NVM. Specifically, our journaling file system takes 

advantage of the byte-addressable feature of NVM and is designed based on in-memory file system interfaces, 

Figure 2. Comparison of the proposed file system with Ext4 with IOzone benchmarks.
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thereby allowing byte-level journaling without passing through software I/O stacks. Measurement studies with 

IOzone benchmarks showed that the proposed file system performs better than Ext4 by 64.7% on average.
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