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1)1. Introduction

Recommender system (RS), also known as a recom-

mendation system or a recommender engine, is a type 

of information system that tries to predict the “rating” 

or “preferred” that a user will assign to a specific item. 

For video and audio services like Netflix, YouTube, 
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and Spotify, they are best known as playlist genera-

tors; alternatively, product recommenders for sites like 

Amazon, or content recommender systems, are utilized 

in a number of applications. Furthermore, these sys-

tems can work with a single input, such as music, or 

with multiple inputs from one platform to another, such 

as news, literature, and search queries. Popular rec-

ommender systems for niche subjects such as restau-

rants and online dating are also available. Accordingly, 

recommender systems are generally algorithms that try 

to provide users with relevant items like movies to 

watch, texts to read, products to buy, or anything else, 

depending on the industry. The effectiveness of recom-

mender systems can be assessed using various metrics 

and offline tests. There are various groups which metrics 

for recommender systems can be placed in. [1] and [2].
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Meanwhile, conventional item-based collaborative 

filtering (ICF) algorithms have relied on user activities 

such as ratings and sales to determine item similarity. 

However, there are many instances in which relation-

ships between items exist in the real world, such as 

when a same director is behind two films or when two 

goods work well together [2]. These relations, how-

ever, provide fine-grained information about items 

from many perspectives of meta-data, functionality, 

etc., in contrast to collaborative similarity, which sug-

gests co-interaction patterns from the user's point of 

view [2,12]. Although, recommendation research has 

not been as thorough in accounting for multiple item 

linkages. Therefore, we propose a system that will equip 

recommendations. This paper focuses on the movie 

recommendation system, so our main purpose is to 

give the most relevant movies which is suitable for the 

user. Here, we use matrix factorization and Relation 

Collaborative Filtering (RCF) to exploit multiple item 

relations in movie recommender systems.

This paper is organized as follows: Section 2 discusses 

the Taxonomy of recommendation system. In Section 

3, we explained the challenges of recommendation 

system. In Section 4, we review and analysis of the 

challenge and section 5 concludes this paper.

 

2. Taxonomy of Techniques in RS

The term recommendation system covers a broad 

spectrum of topics that are applied in various fields. 

It is employed in a wide range of real-world applica-

tions, including entertainment, e-commerce, services, 

and social media. In the entertainment industry, it is 

extensively utilized when watching movies or listening 

to music. The following related works are some of the 

other applications that use a recommendation system.

 Movie Recommendation: Netflix uses algorithms 

to recommend movies based on your interests. 

 Music Recommendation: Pandora uses the pro-

perties of a song of the artists. 

 News Recommendation: Google News and Apple 

News are only two examples of the many pro-

grams that offer news recommendations.

The basic concept of a movie recommendation sys-

tem is straightforward. Every recommender system 

has two main components: users and items. The sys-

tem predicts movies for users, and so the actual mov-

ies are its products [2,4,7]. The primary goal of movie 

recommendation systems is to filter and predict only 

the movies that a matching user is most likely want 

to see.

The Machine Learning (ML) algorithms for these re-

commendation systems use user information from the 

system's database. This data is used to forecast the us-

er's future behavior based on information from the 

past. And since the data is so critical to ML projects, 

it should only be handled by experts [2,7]. 

Users can search for the most relevant movies ap-

plying a range of filtration methods and algorithms 

used by movie recommendation systems. The most po-

pular ML algorithms used for movie recommendations 

fall under the categories of content-based filtering and 

collaborative filtering systems. 

Fig. 1 shows the taxonomy of techniques in recom-

mendation system. The detailed description will be ex-

plained as follows.

2.1 Content-based Filtering

A method such as content-based filtering makes an 

effort to predict what a user might enjoy based on the 

user’s activity. It bases its recommendations on factors 

such as genre, director, description, actors, etc. This 

information obtained from a single user is critical in 

utilizing a technique that employs an ML algorithm to 

recommend movies which are similar to the user's past 

choices [14,15,17]. Whereupon, prior movie choices, 

and preferences of a single person will be used to gen-

erate similarity in content-based filtering. So, the rec-

ommendation engine first examines the user's prior 

viewing habits before using this information to find 

comparable movies. Following that, database access to 

this data will be provided (e.g., lead actors, director, 

genre, etc.). The system then suggests movies to the 

user. The use of only one user's data to generate pre-

dictions is a key component of content-based filtering 

[3,15,21,29]. 

The goal of content-based filtering, as illustrated in 

Fig. 2, is to suggest the content of an item and the user 

profile. A user might, for instance, get a movie recom-

mendation based on the synopsis of other movies. As 
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Fig. 2. Content-based Filtering

Fig. 3. Collaborative Filtering

a result, a content-based strategy makes it simpler to 

suggest new products.

Additionally, it offers a feature in the content that 

helps justify the recommendation. Finding a certain 

feature like photographs or films of any type might be 

difficult. This is referred to as an over-specialization 

issue. Since the users have never recommended any-

thing outside of their user profiles, there is not enough 

information to make recommendations [3].

2.2 Collaborative Filtering

As the name implies, this filtering technique relies 

on interactions between the data subject and other 

users to produce the best results, with the system com-

paring their behaviors. So, what is the mechanism for 

this? The history of each user in the database serves 

as the foundation for this movie recommendation sys-

tem and the machine learning algorithm on which it 

is based. It combines film preferences with the usage 

habits of various users. In simple words, collaborative 

filtering is based on system users interacting with the 

objects (movies) [1,6]. This means that the results of 

this ML-based recommendation system are influenced 

by all users, in contrast to content-based filtering, 

which only models input from a single user. 

There are two types of collaborative filtering algo-

rithms:

Fig. 1. Taxonomy of Techniques in Recommendation System
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 User-based collaborative filtering: The goal is to 

discover patterns in the movie preferences of the 

target user and other database users. 

 Item-based collaborative filtering: The basic con-

cept is to identify comparable products (movies) 

that target users rate or interact with.

According to the current method of movie recom-

mendation systems, combining both tactics will pro-

duce the most gradual and explicit results [11,12]. 

Users with similar interests to another user are dis-

covered using collaborative filtering. Then it suggests 

an item or product, assuming that the other user will 

take into account the recommendation based on com-

parisons with other users who have similar preferen-

ces. It implies that this technique connects people who 

have similar interests and makes recommendations 

based on their preferences [1,4,6].

The idea behind collaborative filtering is to work 

cooperatively with the user or movie id. In Fig. 2, for 

instance, Alice and John are two users. John prefers 

the movies B and C whereas Alice prefers A, B, and 

C. Movie C will be suggested to John since John and 

Alice both have A and B [6,62]. 

2.3 Hybrid Recommendation 

In a hybrid approach, we combine the two advised 

methods of content-based and collaborative filtering 

to maximize benefits, improve outcomes, and lessen 

problems and challenges associated with these ap-

Techniques Advantages Disadvantages

Content-based 

Filtering

 The system didn’t make product recommendations us-

ing the user’s data.

 The system can suggest new things to users depending 

on how closely their specifications matches other items.

 In order to produce a recommendation list, we must 

analyze and find every item feature.

 Since the system was independent of how the cus-

tomer rated this item, a quality assessment of the 

product was not included.

Collaborative 

Filtering

 The system didn’t use demographic data to suggest 

products.

 The system pair people with things that are comparable.

 The system is able to suggest to the user stuff outside 

of their tastes that they might enjoy.

 The highly performing item list determines the sys-

tem’s quality.

 A problem with cold starts exists when recom-

mendation products to new users. 

Personalized 

Recommendation

 It provides recommendations before any item is re-

viewed by the user and is not based on user-item ratings.

 Helping users make knowledgeable decisions.

 Generating new information by analyzing data and 

knowledge already stored.

 Wisely and effectively managing large quantities of 

structured and unstructured data.

 Technique of making decisions more productive and 

consistent. 

 Ensuring effective documentation of crucial in-

formation that consumers can access readily.

 Easy data storage for future use. 

 The collection of demographic information raises 

privacy concerns. 

 Problem of Stability vs. Plasticity 

 Large-scale data and information gathering, man-

agement, and manipulation.

 Potential system problems including redundant rules 

and circular dependencies are being observed.

 Addressing the constraints imposed by scientific and 

cognitive methods.

 Navigating knowledge’s largely abstract nature.

 Delivering a system that is only as good as the data 

and information contained in it.

 Requiring substantial and accurate data to function 

properly.

Hybrid 

Recommendation

 It combines the benefits of collaborative filtering and 

content-based filtering.

 It is based on the evaluation of user and the content 

description.

 Avoid overspecializing 

 Enhance the rate of client satisfaction.

 Undergo cold start issues.

 An issue with early product ratings.

 The sparsity issue. 

AI-driven 

Approaches

 It can improve accuracy and accurateness and reducing 

errors. 

 Decreasing errors and considerably increasing the level 

of precision.

 It has the enormous benefit of being unbiased, allowing 

for more precise decision-making.

 It can be very expensive and takes a lot time and 

resources. 

 The vast majority of production difficulties can be 

quickly resolved with the use of algorithms, but ma-

chines will only carry out the duties for which they 

have been built and created.

Table 1. Comparison of Recommendation Techniques
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plications. Multi-methods are used in this technique. 

Many challenges exist in the recommendation sys-

tem. This section will cover the challenges with the 

current recommendation system.

 Weighted: We numerically added each recom-

mended component, and the system assigned each 

one a unique score.

 Switching: The system presents the user with a 

number of recommendations and asks them to 

choose one of them.

 Mixed: The system provides the user with recom-

mendations for a variety of goods all at once.

 Feature Combination: Several information sour-

ces are combined to create features for the rec-

ommendation system.

 Feature Augmentation: It is used to compute a set 

of features for recommender systems, which is 

one of the key components of the following tech-

nique. 

 Cascade: In the recommendation list, items with 

a high weighted priority score appear first, fol-

lowed by items with a low weighted score, in de-

scending order. 

 Meta-level: It is one of the input methods utilized 

to create a model for the algorithms step follow-

ing the recommendation system.

By combining these several approaches, high per-

formance is achieved while reducing issues and chal-

lenges that arise when using only content-based or 

collaborative filtering.

2.4 Personalized Recommendation

1) Demographic-based RS

Regardless of genre or other considerations, demo-

graphic recommendations show popular and highly 

rated movies to viewers with similar demographic 

backgrounds. As a result, it gives a straightforward yet 

easily implementable outcome because it does not 

take into account each person’s unique taste. This 

recommendation system technique used user profile 

data such as age, gender, interests, and opinions about 

rating products to find common users with similar in-

terests and ratings of divided users by age group and 

demographic area [2,7].

2) Knowledge-based RS

Knowledge-based system is a vital subfield of artifi-

cial intelligence. It makes a decision based on the 

knowledge they already have and their ability to com-

prehend the content of the material being processed. 

A knowledge-based method is one in which a recom-

mender system bases its recommendations on the us-

er's specific inquiries rather than the user's rating 

history. The user may be asked for a set of guidelines, 

an interdiction for how the results should be shown, 

and a sample of an item. After that, the system per-

forms a search in its item database and displays mat-

ching results [10,12].

Knowledge-based recommender systems can be quite 

helpful even though they are a tool that addresses a 

particular issue, especially when used in conjunction 

with other types of recommender systems. They can 

serve as a temporary fix for the cold start issue before 

switching to collaborative filtering or a content-based 

system after ratings have been gathered [10,12,15].

2.5 AI-driven Approaches

A set of machine learning algorithms called artificial 

intelligence recommendation systems, sometimes known 

as recommender systems, are employed by developers 

to forecast consumer preferences and provide perti-

nent recommendations to users. AI recommendation 

systems filter and suggest the most appropriate prod-

ucts to a specific user using data science and the data 

of the users. The content recommendation system is 

compared to an experienced shop assistant who can 

offer more enticing products while also raising con-

version rates since they are familiar with the user's 

wants, preferences, and requirements [7,13,29]. Man-

aging requests for proposals (REPs) is one of the most 

repetitive yet critical processes in a sales organization, 

so a recommendation system based on AI can be a 

solution. Evalueserve team developed an AI platform 

to help teams break down REPs into smaller portions, 

analyze sections, and then recommend a response for 

each one [13]. The AI platform assists the business in 

producing a zero draft, thereby expediting the start of 

a much bigger project. A machine can now do what 

a human used to do in processing a full document, in-

creasing business efficiency and improving response 

team experience [18,24,69].
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The teams can use the recommendation system to 

increase accuracy and support their response rather 

than having to get every component correct. These 

kinds of AI-driven solutions and platforms enable bu-

sinesses to improve decision-making and produce 

lasting, useful results. As this type of AI engine devel-

ops, everything that was previously only feasible by 

humans becomes faster, more efficient, and more 

precise. This is merely one illustration of the benefits 

AI can provide [2,7,13].

3. Challenges

We discuss the numerous issues with the current 

recommendation system in this section. Meanwhile, in 

this section, we will explore the various problems that 

the current recommendation system presents.

3.1 Cold Start

When new users or items are added to the system, 

this problem develops. It is difficult to predict the pre-

ferences or interests of users because a new product 

can only be recommended to users with ratings or re-

views, which results in recommendations that are less 

accurate [1]. For instance, a user can only be given a 

recommendation for a recently released movie after it 

has received some ratings. It is challenging to solve a 

problem brought on by the addition of a new user or 

item because it is only possible to locate another per-

son with the same interests or preferences by first 

learning about the person's previous actions [14,15,37, 

40].

3.2 Sparsity 

It frequently occurs that most users don’t rate or re-

view the products they buy, making the rating model 

highly sparse and potentially causing data sparsity 

issues. This makes it harder to identify groups of users 

that share ratings or interests [37,34].

3.3 Privacy

A person usually needs to provide personal infor-

mation to the recommendation system (and have ex-

perience with hyper-personalization) to receive more 

helpful services. However, doing so raises concerns 

about data privacy and security, and many users are 

hesitant to do so. In order to offer individualized 

services, the recommendation system is obligated to 

have the personal information to be used to the full-

est extent possible. The recommendation systems 

must ensure user confidence to address this problem 

[43,44].

3.4 Scalability 

One of the most challenging aspects of the recom-

mendation system is the scalability of algorithms using 

real-world dataset. Scalability is a major concern for 

these dataset because user-item interactions like rat-

ings and reviews generate a lot of changing data. Large 

dataset results are inefficiently interpreted by recom-

mendation systems; advanced large-scaled approaches 

are required to address this issue [55-57].

4. Analysis and Discussion

4.1 Current Techniques and Solutions 

A list of CF techniques is presented by Su and 

Khoshgoftaar [66]. The authors provide an overview of 

CF theory and briefly address the major issues, such 

as sparsity, scalability, synonymy, gray sheep, shilling 

attacks, privacy, etc. Additionally, they display a table 

of CF technique overviews. In their review of 210 pub-

lications on RS, Park et al. [67] categorized the papers 

based on their data mining methods, application 

fields, and the year and journal in which they were 

published. The papers were further divided into eight 

application fields (films, music, etc.).

On the other hand, content-based RS takes into ac-

count contextual information about the products to 

match consumers with goods that are comparable to 

ones they have previously enjoyed. By using this tech-

nique, the description of the thing is composed of a 

list of its textual characteristics. In user profiles that 

explain the products, a user likes, user histories in-

cluding ratings and descriptions of prior purchases are 

employed. Pandora and News Weeder both use such 

recommender algorithms. The item description must 

be clear for this method to work properly. The cold 

start users and limited data descriptions, however, are 

issues with these systems. Additionally, Patel, Krupa, et 

al. [14] indicated in the research that they experienced 

cold-start, sparseness, and shilling attacks issues.
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Cho Yoon Ho et al. [63]'s solution to the sparsity 

and scalability issues in the collaborative filtering ap-

proach makes use of the decision tree induction meth-

od, association rule mining methods, and data ware-

housing technologies. Because of it, a novel hybrid 

technique that makes use of web usage mining has in-

creased the effectiveness of the collaborative filtering 

approach. The Apriori technique was utilized by au-

thors to detect the common patterns using weblogs as 

a database. And the author uses the decision tree in-

duction method to categorize the customers.

A clustering method has been put out by Magdalini 

Eirinaki et al. [64] in order to provide the customer 

with better and quicker recommendations. They em-

ployed semantically coherent clusters for the cluster-

ing process. Additionally, they employ Domain ontol-

ogy, which is based on terms taken from online con-

tent, for recommendations. For better suggestions, Feng 

Hsu Wanga et al [65] applied clustering and association 

rule mining utilizing online usage mining. They em-

ployed Hierarchical Bisecting Mediods for clustering.

We can see how the suggested system makes use of 

the Candidate Generation functionality, Ranking, and 

Relational Collaborative Filtering functions. Therefore, 

we constructed a matrix factorization type based on 

a neural network to create a candidate generation 

model. Input data is crucial when carrying out the pri-

mary purpose of this matrix factorization type to mod-

el which function to anticipate.

In order to address the challenges in Section 3, in 

this paper, we summarize some of the current solu-

tions for the movie recommendation system problem 

as follows.

1) Candidate Generation

For example, when the user choose and display the 

first video that user, John will see when he accesses 

YouTube? Out of all of these millions of videos, a user 

is first shown an episode of Candidate Generation. So, 

to create a candidate generation model, and employed 

neural network-based matrix factorization. [15,16]. A 

matrix factorization's primary goal is to create a mod-

el that predicts how much each user will enjoy a given 

item (scoring). In order to function properly, these es-

timate functions require input data. According to re-

ports, demographic data, search queries, and video 

IDs make up the bulk of YouTube’s input data. The 

score of the items for the appropriate user and the 

learned user and item embedding are significant re-

sults of matrix factorization. These learned embed-

dings are also helpful in the Re-ranking portion, which 

will be covered later, and other transfer learning activ-

ities [16,18].

Fig. 4 depicts the overall structure of our recom-

mendation system. The system employs two neural 

networks, one of which is utilized for candidate gen-

eration and the other for ranking. The candidate gen-

eration network extracts a small subset (hundreds of 

movies) from a large corpus using events from the 

user’s viewing history. These candidates are intended 

to be extremely accurate and broadly applicable to 

the user. The candidate generation network can only 

give substantial customization when using collabo-

rative filtering. The movie ID, search term, and demo-

graphic data are the primary input data used for 

movies. When only a few “best” recommendations are 

shown in a list, it is necessary to use a fine-level rep-

resentation to determine relevance among candidates 

with high memory.

The ranking network achieves this by giving each 

video a score based on an objective function that has 

been predetermined as well as a wide range of param-

eters that describe both the video and the user. The 

highest-scoring films are displayed to the user in order 

of their score. The two-step recommendation method 

enables us to choose recommendations from a large 

pool of movies (millions) while assuming that the user 

will find the few movies that do appear on the device 

to be customized and enjoyable [15,16,18,19].

Fig 4. Movie Recommendation Architecture 

(Candidate Generation)
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2) Ranking

The most appropriate video for the relevant user in 

the Ranking section must be chosen from among the 

hundreds of videos generated by Candidate Genera-

tion. Because there are fewer films inputted in this 

step than in Candidate Generation, we can include as 

many features as we need in the Ranking Model. The 

computation time is significantly reduced when com-

pared to the Candidate Generation section, as it has 

been reduced from millions to hundreds. The archi-

tecture of the Ranking Model is similar to that of the 

Candidate Generation. The distinction is found in the 

substitution of Weighted Linear Regression for Soft-

max Classification. To fine-tune the ranking, the ob-

jective function that predicts how long a relevant user 

will watch the relevant video will be used. The user 

will be recommended based on the estimated video 

[15,17,18].

The most interesting characteristic of the Ranking 

model is the component that determines the Ranking 

score. The model learns the odds of the expected 

watch time (based on how long the user will watch the 

video) and the Ranking score using weighted logistic 

regression. The score is determined based on how long 

the viewer watched the movie after clicking the link, 

and this score is used to determine the weight of input 

to the logistic regression. The text does not go into 

great detail regarding the scoring calculating mecha-

nism. But in the research, there are other ways to cal-

culate, and the process is not particularly difficult. 

Equal weight is given to the negative impression 

(non-click videos). Example 1: The weight of the pos-

itive impression must be higher than 1, E[T] (1+P) 

equals stated. Additionally, when serving the Ranking 

score it will be determined by e**x, which is a unique 

feature [17,18].

The method is utilized to determine the classi-

fication score or regression value during training and 

serving must be the same if the results are normal. The 

Ranking model on YouTube, however, employs a dif-

ferent set of formulas. It is intriguing to observe the 

relationships between odds and expected watch time, 

weighted logistic regression, and   . 

Thus, we may determine the serving formula by de-

termining the Odd value.

     +b

In other words, the serving purpose is to determine 

Odds (Expected Watch Time). 

The probability ration of an event or result is known 

as the Odds. 

The positive weight (w) for that positive video can 

lead to greater positive weight, according to the 

Weighted Logistic Regression method (w). In other 

words, we will place more positive weight than neg-

ative weight because we want more pleasant im-

pressions than bad impressions. Thus, the Odds for-

mula is modified as shown below.

 
 



According to the study, there is a very minimal 

chance that a person will really click the video link. 

As a result, if we continue to change the Odds for-

mula, we will get the following.

 
 


≈     

We can substitute  for  in this case since  it 

calculates weight () based on the viewing time. 

The result returned is the Expected watching time, 

or E (), of how long the video is watched after multi-

plying the Probability of clicking on the movie by the 

viewing time (). 

The Expected watching time is calculated as 

  . found in Serving is E(T) [13-16,18,22]. 

3) Matrix Factorization

Matrix factorization can generate latent character-

istics by multiplying two distinct types of entities. 

Collaborative filtering uses matrix factorization to as-

Fig. 5. Movie Recommendation Architecture (Ranking)
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certain the relationship between the entities of items 

and users. We would like to forecast user ratings of 

store items using the input of user ratings so that users 

can receive recommendations based on the predic-

tion. Assuming that the rankings are integers between 

1 and 5, and that there are five users and five films 

in the ranking table, the matrix is shown in the table 

below [15,19,20].

Since not every user rate all the movies, the matrix 

has a large number of missing values which makes it 

sparse. In order to offer full values for the multi-

plication, the null values that the user did not provide 

would be filled with 0. For instance, when a given 

movie stars their favorite actor and actress in the ac-

tion genre, two people may rate it highly. According 

to Table 2, which is shown above, Users 1 and 3 both 

gave high ratings to Movie2 and Movie3.

In another instance, User 4 chooses not to rate 

Movie4. So, by using ratings provided by users with 

similar preferences to Movie4, it aims to identify other 

users who is similar to User 4 and then predict whether 

or not other users would enjoy the film.

The most crucial results of matrix factorization, as 

shown in Fig. 6, are learnt user and item embedding 

as well as the user’s item scoring. In a re-ranking part, 

learn embedding can also be employed for other 

transfer learning. We discovered that the tactics 

utilized in the offline evaluation were different from 

Movie1 Movie2 Movie3 Movie4 Movie5

U1 5 4 2 1

U2 1 5 3

U3 1 4 4 1

U4 2 2

U5 3 1 1

Table 2: User’s Ratings Table on Movie

Fig. 6. Matrix Factorization

those used in online serving as a result of our training 

using Candidate Generation. The offline evaluation, 

according to the paper, concentrates on model train-

ing and precision training. A/B testing is reportedly 

used to simulate online evaluation. Although there was 

no real difference between offline and online out-

comes [15,17-20].

4) SoftMax Formula 

To address the accuracy in prediction problem, we 

propose the recommendation as extreme multiclass 

classification, which categorizes a video watch   at 

a given time t among millions of movies i depending 

ν on a user u and a context C, as indicated below. 

    


∑∈ 









Simply mapping sparse entities into a dense vector 

is what embedding in the equation above entails. 

Therefore, the main purpose of the deep neural net-

work is to learn user embedding u as a function of the 

user’s history and context, which can then be applied 

to classify between movies using a SoftMax classifier. 

Additionally, we train the model based on watched da-

ta using the implicit feedback mechanism as opposed 

to the explicit approach that is currently employed in 

streaming platforms like YouTube. The reason is that 

it is readily available and capable of producing recom-

mendations in circumstances when explicit feedback 

is extremely common.  

We employ the SoftMax formula to determine the 

score. For multi-classification, SoftMax is a formula 

for determining the probability of the relevant class; 

the probability of all these classes added together 

equals 1. As a result, this formula’s likelihood can be 

employed as scoring system. If we can enter the user 

and content pair into the model, we will obtain the 

pertinent movie and scoring. The outcome of this 

Candidate Generation is user, content embedding, and 

movie embedding. Without flooding the user with in-

formation, we can suggest relevant movies to the user 

[2,4,6,7,18,19,58].

4.2 Discussion and Potential Solution 

We discussed the challenges in Section 3: cold start, 

sparsity, privacy, and scalability. We will discuss about 
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potential solutions for the recommendation system in 

this section.

1) Solution for Challenge 1: Cold Start 

The main challenge with the cold start problem is 

a lack of information needed to generate recommen-

dations. Procedures for gathering this unavailable da-

ta, which can be classified into two types, are included 

in the proposed solutions. The data can be collected 

either explicitly by asking questions of the user or im-

plicitly by leveraging pre-existing data [23,24]. Mean-

while, another study expresses a similar idea. These 

methods, as well as a few solutions that employ them, 

are discussed in the sections that follow. Based on a 

review of the current literature, some desired charac-

teristics have been identified, regardless of how miss-

ing data are gathered and solutions that should be im-

plemented [25-31]. 

a) Relevant Recommendation Accuracy

If a recommendation grabs the user's attention, it 

is relevant. The percentage of appropriate recom-

mendations among recommendations determines how 

accurate it is [27,28]. This paper introduces a number 

of metrics for evaluating precision [18]. This parame-

ter can be used to evaluate the efficiency and utility 

of the system. If less relevant test recommendations 

are offered, the system's accuracy rate may decrease 

as it learns the user's profile. Overall correctness must 

be maintained in solutions. One method is to select 

the fewest number of query items that are the most 

informative [27].

b) Minimizing Bias 

Ratings are expected to include user and product 

interactions. However, some evaluations are made with-

out taking interactions into account. Popular prod-

ucts, for example, frequently receive high ratings, and 

some consumers rank products regardless of their ex-

perience with them [25,26]. Such biased ratings make 

it difficult to personalize suggestions. To avoid this, 

solutions employ baseline predictors or bias factors, 

but they require the rating history for proper modeling 

[26]. Appropriate techniques should be available to 

detect rating abnormalities immediately, particularly 

in cold start situations.

c) Adaptability 

It is preferable that solutions are adaptive in light 

of the concept of the recommendation system [30]. A 

recommendation system can employ a variety of filter-

ing and grading formats. A flexible solution requires 

less effort to integrate into the system.

d) Diversity

In an e-Market, there are typically several product 

categories, such as electronics, home goods, apparel, 

etc [31]. All-encompassing recommendations are nec-

essary for a good RS. For this, it must ascertain the 

user's preferences across many fields [32]. In light of 

this designation, solutions should take it into account.

2) Solution for Challenge 2: Sparsity 

The effectiveness of hybrid recommenders was 

compared to that of pure collaborative and content- 

based filtering techniques in several studies. It was 

found that hybrid approaches could deliver more ac-

curate recommendations than pure ones. Additio-

nally, the manufacturer advises that these techniques 

can prevent cold starts and sparse system frequency 

[34,35].

Netflix is a great illustration of how hybrid recom-

mendation systems can be used. The website compares 

the opinions and search habits of similar users (i.e. 

collaborative filtering) and offers movies that have 

qualities in common with films that a user has highly 

rated [35,39,40]. If user preferences data is available 

and a high degree of customization is required, con-

tent-based filtering techniques can help with user- 

specific recommendations [42,36]. When explicit feed-

back is provided and the data sparsity is not too high, 

collaborative filtering performs better. When we have 

item attributes, collaborative filtering combines the 

advantages of both content and collaborative filtering 

to improve models by removing data sparsity and low-

ering errors [37,38,40,42,63].

3) Solution for Challenge 3: Privacy 

The privacy protection methods for recommenda-

tion systems can be divided into two categories: those 

based on statistics and those based on cryptography. 

The statistical approach is realistic and considers the 

cost of computation in recommendation systems [43, 

44]. It can conceal the user's privacy by removing sen-
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sitive information from the data. Although it requires 

more computational resources, encryption technology 

is a more secure approach [48,49]. Information can be 

protected entirely without being lost by utilizing ho-

momorphic encryption technology, ensuring the accu-

racy of the recommendations made by the recommen-

dation system [46,47].

a) Statistics Methods

An advanced, highly efficient form of privacy pro-

tection is the statistical approach. Typically, critical 

information in the data file containing user activity 

is hidden and the cost of hostile data collectors and 

attackers is increased by deleting features, creating 

confusion, increasing noise, and so forth. Different 

writers have presented a number of anonymization al-

gorithms with various anonymization techniques. The 

models with the highest levels of approval and ac-

ceptance that produce adequate results in anonym-

ization are k-anonymity, l-diversity, and t-closeness. 

The two most widely used privacy models, k-anonym-

ity and l-diversity, are used to measure the degree of 

privacy and protect sensitive data from record linkage 

and attribute linkage attacks respectively. For a varie-

ty of attack and privacy scenarios, supplementary se-

crecy models like t-closeness [44] and m-invariance 

[45] are also offered. To optimize the benefits of ano-

nymized data sets, a variety of anonymizing techni-

ques are used, including suppression [46], general-

ization [47,48], anatomization [49], slicing [49], and 

disassociation [50].

b) Cryptography Methods 

In this paper [28], homomorphic encryption is of-

fered as a notion. Because of the unique properties of 

homomorphic encryption, we are able to directly exe-

cute various operations on ciphertext rather than plai-

ntext operations to get the same results while main-

taining the confidentiality of plaintext data. In multi- 

party secure computing and cloud computing, homo-

morphic encryption techniques will be crucial. The 

foundational technology for privacy protection in the 

information age is multi-party confidential comput-

ing, which has emerged in recent years as one of the 

most active study areas in the world of cryptography. 

Although there are two or more participants, mul-

ti-party secret computing is referred to as a whole in 

academia [46,48].

It is frequently referred to as bilateral confidential 

computing when there are two participants. Private 

data can be owned thanks to multi-party confidential 

computing. In order to optimize the usage of private 

data without compromising data privacy, several par-

ticipants can cooperate to use these private data for 

computation without disclosing the secrecy of their 

private data. A common multi-party calculation is the 

recommendation system [44-46].

4) Solution for Challenge 4: Scalability 

The birth of singular value decomposition (SVD) was 

a result of a need to increase scalability [63]. The term 

“single value decomposition” is abbreviated as SVD. A 

method of factorizing a matrix that can lower the di-

mensionality of the data [52,53]. LSI (Latent Semantic 

Indexing) utilizes SVD to overcome concerns with pol-

ysemy and synonymy for information retrieval pur-

poses [54]. Scalability was increased by using SVD ex-

Ref. 

Paper No.
Cold Start Sparsity Privacy Scalability 

[23][24] ○ × × ×

[25][28] ○ × ○ ×

[26][27] ○ ○ × ×

[30][31]

[32][33]
○ ○ ○ ×

[34][36]

[37][40]
○ ○ × ○

[35][38]

[39][41]

[42]

× ○ ○ ×

[43][49]

[51]
× ○ ○ ×

[44][45]

[52][53]
× × ○ ○

[46][47]

[48][50]
× × ○ ×

[54][55]

[56]
× × × ○

[57][63] × ○ × ○

Table 3. Survey of Current Works to Address 

RSs’ Challenges
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tensively. SVD and neural networks have been used in 

research to enhance prediction [55]. This method turned 

CF into a classification issue using SVD. Its output was 

fed into an algorithm for artificial neural networks, 

which may be trained to produce more accurate pre-

dictions. Group Lens also utilized SVD in several RS. 

To compare the outcomes of predictions made using 

the SVD and the simple CF, a study has been con-

ducted [50]. There were two main kinds of experi-

ments done. The efficiency of perdition was compared 

in the first tests between SVD and CF. The efficiency 

of SVD and CF in generating Top-N predictions were 

contrasted in the second experiment. Another study on 

SVD and CF was conducted [57] that sequentially ap-

plied both of these methods. In order to minimize the 

dimensionality of the input data, SVD was first used. 

After that, reduced dimensionality was subjected to 

user-based CF. The adoption of SVD increased scala-

bility.

4.3 Summary

The most common challenges in recommendation 

systems are cold stat, sparsity, privacy and scalability. 

Based on previous studies, we will survey those chal-

lenges in this paper. We described the problems and 

their solutions in detail above. We will review the arti-

cles which potentially resolve the concerns in this part. 

The summary of the challenges which the research 

paper can (○) or can not (×) overcome is shown in 

the following table.

 

5. Conclusion

Movie recommendation systems have proven to be 

the most effective means of dealing with the problem 

of information overload. They make decision-making 

easier by saving time and energy. This work presented 

the analysis of the current methods, challenges, and 

potential solutions for the movie recommendation 

system. 

For future research, we will focus on improving the 

existing methodologies and algorithms in order to in-

crease the accuracy of prediction and recommenda-

tions. We will also work on the security and privacy of 

recommendation systems based on Blockchain tech-

nology. 
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