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Abstract

Artificial Intelligence (AD), especially in the domain of text-generative services, has witnessed a significant surge, with forecasts
indicating the Al-as-a-Service (AlaaS) market reaching a valuation of $55.0 Billion by 2028. This research set out to explore
the quality dimensions characterizing synthetic text media software, with a focus on four key players in the industry: ChatGPT,
Writesonic, Jasper, and Anyword. Drawing from a comprehensive dataset of over 4,000 reviews sourced from a software evaluation
platform, the study employed the Latent Dirichlet Allocation (LDA) topic modeling technique using the Gensim library. This
process resulted the data into 11 distinct topics. Subsequent analysis involved comparing these topics against established Al
service quality dimensions, specifically AICSQ and AISAQUAL. Notably, the reviews predominantly emphasized dimensions like
availability and efficiency, while others, such as anthropomorphism, which have been underscored in prior literature, were
absent. This observation is attributed to the inherent nature of the reviews of Al services examined, which lean more towards
semantic understanding rather than direct user interaction. The study acknowledges inherent limitations, mainly potential biases
stemming from the singular review source and the specific nature of the reviewer demographic. Possible future research includes
gauging the real-world implications of these quality dimensions on user satisfaction and to discuss deeper into how individual
dimensions might impact overall ratings.
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1. Introduction

Artificial (AD)

technology, such as machine learning, big data,

intelligence is defined as
natural language processing and understanding,
that agents
intelligently' (Poole & Mackworth, 2010). Al

has offered business and service providers the

enables  software to act

potential to boost revenue and reduce
operational costs (Davenport et al., 2020).
According to the research, providing

Al—as—a—Service (AlaaS) market is evaluated
as $9.3 Billion and it is expected to worth
$55.0 Billion by 2028 (MarketandMarkets,
2023). The market value of chatbots and
virtual assistants, the two common types of Al
agents used by business to provide service to
consumers, is expected to increase at the
compound annual growth rate of 33% between
2020 and 2025 (AMR, 2020). Additionally, it
is found that 35% of the businesses worldwide
used Al in 2022 and 15%
service interactions globally were expected to
have been fully powered by Al in 2021 (IBM,
2022; Gartner, 2019). Adding on, 54% of the

organizations have reported cost savings and

of all customer

efficiencies as a result of Al implementation
(IBM, 2022).

Despite the usefulness of AlaaS, there also
has been issues on trustfulness of the results
and so on. About 78% of the businesses say it

is important for them to be able to trust Al's

analysis results and recommendations
(Thomas, 2020). This concern has been
further  enhanced  with introduction  of

192

generative Al. The generative Al is the latest
Al technology that produce media with given
input such as voice or likeness or prompt from
the The the

generative Al is called the synthetic media and

users. media created by
it is estimated to be accounted for 10% of all
the data produced by 2025. Due to this
reason, some generative Al software are called
synthetic media software as well. Considering
the fact that less than 1% of the data were
synthetic media in 2021, it is a huge growth,
and this area is expected to grow rapidly
(Gartner, 2021).

A popular generative Al service would be
ChatGPT, a conversational Al developed by
OpenAl, that can chat with the users, answer
its mistakes,

follow—up questions, admits

challenge incorrect premises and reject

inappropriate requests (OpenAl, 2023). Despite
its' usefulness, several concerns were raised.
It is said when embracing generative Al into a
issues should be

corporate culture, several

considered such as distribution of harmful

content, copyright and legal exposure, data
privacy  violations,  sensitive  information
disclosure, amplification of existing bias,

workforce roles and morale, data provenance
and lack of explainability and interpretability
(Lawton, 2023).

There that

researched the quality dimensions of the Al

are several studies have
service agents such as chatbots and virtual
assistants. These studies have each came up
with a service quality dimension of AISAQUAL
and AICSQ. Although

components,

they share similar

some dimensions differ as the
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focus of each study differs. Adding on, these
studies are based on the conversational agent,
which is considered to be previous stage of
generative Al service. Therefore, applicability
of existing quality dimension is questionable.
This study aims to extract the quality
dimension from the online reviews using LDA
topic modelling and compare it with existing Al
service quality dimensions which only focused
on the conversational Al agents. This paper
would explore whether the existing quality
dimension is applicable to evaluate the service

of generative Al

2. Theoretical Background

2.1 Evolution of Al Chatbots

The first generation of chatbot was ELIZA
which began in 1966. ELIZA was created by a
MIT professor, Joseph Weizenbaum, and it

used pattern matching and  substitution
methodology to simulate conversation and was
intended to mimic human conversation
(Weizenbaum, 1966). Along with ELIZA, the
first generation of chatbots, what we call as
'Basic Chatbots' used decision trees and simple
keyword—recognition capabilities to generate
scripted responses (Koury & Murphy, 2023).
The next generation of Al chatbots, what so
called, 'Conversational Agents', what we are
more familiar with. It includes chatbot systems
such as IBM Watson and virtual assistants like
Siri and Alexa. These conversational agents

use advanced natural language processing and
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machine learning to understand complex human
language, process voice commands and learn
(Koury & Murphy,
Unlike the basic chatbots, they can

from past interactions
2023).
answer more complex customer questions
beyond what was scripted by the developer.
Lastly, the current state of Al chatbots are
Al  chatbots.

advancements of conversational agents as it

called generative They are

includes machine learning tools such as
transformers and this has let developers to
train machine learning models on massive data
sets to create generative Al chatbots (Koury
& Murphy, 2023). The generative Al that we
are familiar with would be ChatGPT or Jasper
Al. They are both capable of generating new
text with the provided input and the intention
or the purpose of the generated text. This
type of chatbot is beyond what was taught,
they are now capable of learning the new
information through what was given to them
and correct them once there are mistakes.
However, there are still ethical and legal
concerns with the use of this generative Al
chatbots in business settings such as inversion
attacks. It is studied in recent papers that
generation Al models are vulnerable to
inversion attacks, providing the input text as
output text (Hacker et al., 2023). This goes
against the data protection regulation which
can lead to confidential information leakage.
Therefore, a careful evaluation is needed when
adopting generating Al model into business

settings.
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2.2 Al-Service Quality

Since the proposition of SERVQUAL model
in 1988,
service quality model to fit into their research
the

Especially many of the studies focused on

copious literatures have developed

areas especially in online context.
service quality of online shopping settings such
as the, E-SERVQUAL (Yang &, Jun, 2002),
eTallQ & Gilly, 2003),
WEBQUAL 1.0 to 4.0 (Barnes & Vidgen, 2001;

Barnes & Vidgen, 2002) and so on. However,

(Wolfinbarger

as Al service is a new kind of service that
differs from traditional online services, existing
service quality dimension cannot be applied
directly. To overcome this conflict, Al service
Quality model has been proposed by couple
researchers.

Noticeable research on Al service quality is
"Developing a service quality scale for artificial
intelligence service agents" (Noor, 2022). This
paper refines and validates
multidimensional AISAQUAL scale through a
of pilot
AISAQUAL scale is based on extant service
established

development techniques to contain 26 items

constructs,

series and validation studies.

quality research  and scale

across six dimensions. Proposed dimensions
are efficiency, security, availability, enjoyment,
These

dimensions were tested using seven—point

contact and anthropomorphism.
Likert scale survey and it was found that
these dimensions have significant effects on
customer satisfaction, perceived value, and
customer loyalty. Nonetheless, as this quality

dimension is based on particular Al service
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agents (AISA), chatbot and virtual assistants,
it needs to be validated with other AISA
types.
Another
"Classifying and Measuring the Service Quality
of a Al Chathot in Frontline Service" (Chen et
al.,, 2022). This paper also has proposed a
of Al chatbot service quality
(AICSQ) to address the gap between existing

dimensions and scales of service quality and

recognizable paper would be

dimensions

new Al environment. This paper specifically

focuses on the online retail Al chatbot
services, which differs with previous research
paper mentioned. This paper includes 7

second—order and 18 first—order constructs.

The seven dimensions include, semantic
understanding, close human—AI collaboration,
human-like, continuous improvement,
personalization, cultural adaption, and
efficiency. They also have conducted
nomological test to show that AICSQ
dimensions positively influences consumer's

perceived value and satisfaction of Al chatbot
which effects intention of continuous use. This
paper also has identified limitations in the
scope of studies in terms of types of chatbot

and industries.

Tab. 2—1 Existing Al Chatbot Service

Quality Dimensions

AISAQUAL AICSQ

Efficiency Efficiency

Contact Close-Human Al Collaboration

Anthropomorphism Human-Like

Security Continuous Improvement

Availability Personalization

Enjoyment Cultural Adaption

Semantic Understanding
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both have

proposed dimensions to measure Al chatbot

Overall, these two papers
service level which is summarized in <Tab.
2—1>. Regardless of differing research area
and methodology, they have come up with

similar results. Both service quality dimensions

include efficiency, close—human Al
collaboration, which was referred to as
'Contact’ in AISAQUAL model, and

anthropomorphism, which was referred to as
'Human—Like' in AICSQ model. Both papers
emphasized on effects of anthropomorphism on
customer satisfaction as AI chatbot replaces
the human work. Although anthropomorphism is
positively on overall

considered to affect

customer satisfaction and perceived value,
there are controversial studies related to it,
which requires additional verification on the
effects. The would be that
AISAQUAL the technological
aspects of the Al service agents whereas
AICSQ focused on the
chatbot.

focused on conversational Al agents, such as

difference
focused on
consumer contact
aspects of Al Lastly both models
chatbots and virtual assistants AI chatbots,
which differs with the Al

Therefore, this paper aims to use the existing

generative

Al service quality dimensions and compare it
with most frequently mentioned topics of
generative Al service to verify if existing
dimensions are qualified to be used to evaluate

generative Al services.
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3. Methodology

This

dimensions of Al chatbots are qualified to be

paper aims to verify if existing

used to evaluate generative Al services,
especially in the business settings. To do this,
following steps shown in <Fig. 3—1 > will be

used.

Data {

Online Review
. DataSelection Crawling Savel ng cnm
Collection (WebAutomation]

Filtring Out Henore
NanEngkshy/ Punctuations
Null Data

TestforTopic

Coherence and LDA Anlyss Save the Result
Perplxty

Fig. 3—1 The Method Roadmap
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Topic
Generation

Topic
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3.1 Data Collection

The reviews on four text—generative Al

were obtained from a popular software
evaluating platform G2.com, a peer—to—peer
review site, where users can sign in with a
Linkedin account and review the software
products they use for business operations.
Reviews are manually screened and voted on
by the community for quality management.
The  chosen products
'ChatGPT, 'Anyword'.

These companies were chosen as they were

software are

'"Writesonic,! Jasper'

categorized into synthetic media software
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that Only

text—generating Al services were looked at as

companies generates text.
there weren't significant amounts of reviews
written for other types of media such as video
or picture. These companies had most reviews
the

companies. Therefore, these companies were

among text—synthetic media software

used in the data analysis.
The data

WebAutomation, an online crawling product. All

online was collected using
reviews of chosen companies were extracted.
There were 216 reviews for ChatGPT, 1,804
reviews for Writesonic, 1,211 for Jasper and
1,175 for Anyword. There were total of 4,406
reviews, and they were analyzed regardless of
the product. The reviews were written from
March 3rd, 2021, to May 28th 2023. The
collected reviews were then saved into a csv
file with columns including date, name, rating,
header, review which is divided in to likes,
dislikes and benefits earned. Among these
columns, only likes and dislikes were used for

analysis.

3.2 Data Cleaning

Gathered data were then organized into a
single file. When merging, 'reviewer_liked' and
'reviewer_disliked' columns were merged into a
single column called 'reviews'. After merging,
all non—english and null data were removed,
leaving 4,171 reviews left. All reviews were
then divided
period mark, for analysis to be done easily. It
yielded 13,505 sentences to work with. All

sentences were first converted to lower cases

into sentences, based on the
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unwanted noises such
web  URLs,

numbers, special characters and others. The

then cleaned as

punctuations, tags, hashtags,
numbers were removed as they compose no
meaningful information when generating topics.
Then the stop—word dictionary was made and
included the name of the companies to conduct
analysis in non—product specific manner. More
words were added in this dictionary during

topic modelling section later.

3.3 Data Preprocessing

All extracted data needs preprocessing. All
sentences were tokenized to each word and
the words were lemmatized so words in
third—person changes to first—person form.
Lemmatized words were then reduced to their
root form in stemming process. For example,
all 'are', 'is', 'am', 'was', 'were', and 'being'
were all reduced to its' root form 'be'. Only
nouns were used to generate topic to
determine the quality aspect, which are mostly
represented using nouns. Lastly as some
words create different meanings when used
together, bigram and trigram dictionaries were
made to provide better understanding. For
in the sample, there was a word
If this looked

separately, game and changer, it would mean

example,
game—changer. word was
different thing.

Before preceding to actual topic modeling,
frequently mentioned noun—phrases were also
examined to have better understanding of the

sample. The results are shown in <Fig. 3—2>.
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3.4 Topic Modeling

To conduct Latent Dirichlet Allocation (LDA)

topic modeling, Gensim, an open—source

library for unsupervised topic modeling will be
used. In topic modeling, documents are
represented with a mixture of topics and
topics are represented with a probability

Top 10 Most Frequently Mentioned Noun Phrases

user_interface

ad_copy

content_writer

» product_description

medium_post

Noun Phrase:

landing_page
content_creation
writing_tool
quality_content

blog_post

0 100 200 300

Frequency

Fig. 3—2 Most Frequently Mentioned Noun

400 500 600

Phrase

distribution over words and the documents are
represented by a probability distribution topic
(Steyvers and Griffiths, 2007). LDA
popular topic modelling techniques to extract
Then

these topics to the document present within

Is a

topics from given corpus. it assigns
the same corpus. LDA has a benefit of being
able to provide a full generative model and can
handle long—length documents (Lee et al.,
2010). However, as LDA topic modelling is an
unsupervised learning, it differs every time
running the code. Therefore, perplexity score
was calculated and the result with the highest
perplexity score will be used.

Before extracting the topics, the number of

topics to be extracted should be determined.
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This could be done using the coherence test.
The result of coherence test is shown as a
graph in <Fig. 3—3> and <Fig. 3—4>.

Coherence Score vs. Number of Topics

0.50

Suggested No. of Topics: 11 & 14

0.40

0.35

Coherence score

0.30

0.25

10.0 125

Number of Topics

5.0

Fig. 3—3 Coherence Score Graph

Perplexity Score vs. Number of Topics

Perplexity score
&
S

Suggested No. of Topics < 12

10.0 235

Number of Topics

Fig. 3—4 Perplexity Score Graph

We could determine the number of the
it has

highest and least fluctuation. Based on this, it

topics based on the graph, where

can be seen that 11 and 14 topics are
adequate number of topics to be generated. To
confirm this, least perplexity score was driven
which
included in Figure 3. It is stated that it is best

for each number of topics, is also
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to use the number of topics before the graph
decreases drastically. It can be interpreted as
to use the number of topics less than 12 as
the graph quickly falls from 12.5 topics.
Therefore, the final number of topics used was

11 topics.

4. Results & Analysis

4.1 Results

The results of LDA topic modelling is shown
in <Tab. 4—1>. When processing, additional
stop words were added such as 'thing, 'part',
'lot,

other words that have too low or too high

tool, 'product, 'way, 'good', 'word' and

frequency were removed. The reason behind is
most reviews that contained these words just
"The Al

Chatbots are excellent product to use" and so

started "The products are great",

on.

Tab. 4—1 Word Proposition of Each Topic

Generated
Topic Num Viord Proo
1 olatlorm dea witer  senvce jcb bloc | generation | template  dislke user
2 cedt | softwere | cualty  wrter apton emal pan s tezm version
3 business dea | converson  ease | coppwring  dislke nged fssue guality work
4 seviee | marketing | templete  olatfom | qualiy [imit trial fat cedt teit
5 idea credlt user  sentexce | opton tral | description | teit work task
6 idea work prie user opton anp qualty it process | webste
7 day qualty teit nour resuft marcetng | output | assistent  month | section
8 writer topc | informaton  credt opton  medum | response | crocess  outout | software
9 credt user ssem witer £l work | quality ap sevee | nterface
10 idea tegt cedit output | resuh abiity fact gicng  system | platform
11 website User option  olatfom dea o business | witr  nfomation| outine

Nonetheless, just by solely observing the
words, the topic was hard to identify as the

some words were duplicated. Therefore,

several steps were done to generate the topic.
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First, using pyLDAvis, a visualization of the
topics was viewed. This shows the inter—topic
distance map via multidimensional scaling. To
analyze the results, for All the topics were far
detached from each other. The lambda, which
shows the relevance metric can be adjusted.
When A=1.0, it means to sort words by their
frequency within the specific topic and when
A=0.0, then it sorts words by their "lift",
which is a term to represent how much a
word's frequency sticks out in a topic above
the baseline of its overall frequency in the
model. According to the research, it is optimal
to set A=0.6,
(Sievert & Shirley, 2014). <Fig. 4—1> is the

visualization for topic 3. One thing to note is

to get correct identification

that when we select the word from this list, it

shows which topic has highest component of it.

Sl to st releance metic
A=06

Top-30 Most Relevant Terms fo Topic 3 (9.6% of tokens)

Fig. 4—1 pyLDAvis Visualization of Topic 3

Hence, for topic 3, it has highest component of
'idea’ among other topics that included 'idea'.
Some combinations of words were hard to be
reduced into single topic by just looking at it.
Therefore, we could interpret the result of

topic 3 to be topic related to idea. Despite the
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usage of various methods to name the topics,
some of the topics were hard to understand
with the above methods so revision of original
review was required to understand why some
words were categorized into single topic.
Therefore, frequently mentioned noun phrases
extracted from <Fig. 3—2> were used to
understand the word combinations. Despite the
usage of various methods to name the topics,
some of the topics were hard to understand
with the above methods so revision of original
review was required to understand why some
words were categorized into single topic.
Similarly, other topics were named and
detailed explanations were added to explain

the meaning of each topic in <Tab. 4—2>.

Tab. 4—2 Topic Name and Detailed
Explanation of Each Topic

Topic_Num Topic Name Detailed Explaination

1 Overall_Quality Overall Quality of the Generative Al Chatbot Service
2 Website UI/UX Design
3 Idea Generating Idea/Creativity/Helping Writer's Block
4 Customer Service Responding to Inquiries (Human)
5 Price Pricing Option
6 Service Provided Various Options in Software
7 Ease of Use Easy to Use the Software
8 Datum Amount of Datum in Software to Generate Answer
9 Output Generated Ouput Quality _ According to One's Need
10 Availability Being Able to Use 24/7
11 Speed Time Required to Generate Answer

Lastly, each topic 1is categorized into

existing service quality dimensions of Al
service Chatbot and frequency is mentioned as
shown in <Tab. 4—3>.

4.2 Discussion & Analysis

Based on the result and categorization
in <Tab. 4-3>,

categorized into efficiency. Some features such

shown topics are mostly
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Tab. 4—3 Existing Service Quality

Dimension Categorization and Frequency of

Each Topic
Topic_Num Topic Name Topic Frequency | AICSQ/AISAQUAL Dimensions
1 Overall_Quality 2872 =
2 Website 1329 Efficiency
3 Idea 979 Efficiency
4 Customer Service 915 Close-Human Al Collaboration
5 Price 920 Availability
6 Service Provided 1028 Personalization
7 Ease of Use 875 Efficiency
8 Datum 1104 Semantic Understanding
9 Output 896 Personalization
10 Availability 1116 Availability
11 Speed 1113 Efficiency

as close—human Al collaboration and semantic
understanding, personalization and availability
does impact user's choice of usage. On the
hand,

security,

other anthropomorphism, cultural

adaption, and enjoyment is not
considered in the reviews as to impact user's
choice of usage. Unlike previous studies which
this

study resulted in opposite ways. This can be

focused heavily on anthropomorphism,

explained in two ways.

First, this study is based on the online
review platform where the reviewers are
mostly business owners or employees. When
AICSQ or AISAQUAL were studied,
targeted the end—users instead of the service
the of the

from business

they

focus
the

Therefore,
differ

operating point of view.

providers.

evaluation will

Second reasoning would be due to the
different types of Al service agents. Existing
Al service quality dimensions are based on the
Al chatbots and virtual assistants which can be
viewed as the replacement of human force in
the service industries. However, generative Al
is considered to be another type of service
providers where 'tool' 1S

aspect more
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preferred. Especially for the text generating
Al, their core job is to understand the input
and intention and generate a text accordingly.
For instance, when we ask a professional to
create an ad—copy, we would not consider the
names, looks, and personality when choosing
the professionals. We would consider more of
technological aspects such as experience, skills
and so on. Therefore, the measuring criteria
would differ as generative Al's task it not
related to the work where friendliness is

required.

5. Conclusion

This paper has analyzed the review data of
four selected synthetic text media software;
ChatGPT, Writesonic, and Anyword.

The reviews were written by the business

Jasper,

owners or employees and total of more than
4000 reviews were used to analyze. LDA topic
modeling using Gensim library was done to
extract the topics from the reviews. In result
11 topics were made with 10 keywords each.
unlike other papers regarding
highest

Nonetheless,

topic  modelling, where weight
keywords are mostly chosen as the topic
name, this analysis could not follow same
structure as some words were duplicated and
could not be removed. Therefore, visualization
pyLDAvis

frequently mentioned noun phrases were done

program and analyzing most
to name all the topics extracted. However,
some of the topics were difficult to understand

with the above methods so revision of original
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the

categorzation of particular words. After the

review was required to understand
topic extraction, each topic was categorized
into related AICSQ and AISAQUAL dimensions
to make direct the comparison. Despite it
being able to fit all the topics into existing
dimensions from AICSQ or AISAQUAL, it only
included parts of the existing dimensions,
mainly availability and efficiency. Certain
dimensions such as anthropomorphism, cultural
and enjoyment were not

adaption, security,

considered in the reviews, which contrasts
with the previous studies which highlighted the
importance of anthropomorphism. One possible
reasoning could be the type of Al service
agents that the study targeted at. AICSQ and
AISAQUAL dimensions were based on the
chatbot or virtual assistant Al services where
close interaction with end—users are
fundamental. However, the text—generating Al
does not require close interaction with the
users. Instead, they require semantic
understanding to catch the user's intention.

By comparing generative Al chatbots' quality
factors with existing quality dimension
associated with Al chatbot services, this study
extends the existing literature in the field. It
challenges the conventional understanding of
Al chatbot service quality by demonstrating
that the dimensions of quality for generative
Al are not entirely aligned with those of
Al

This finding suggests for new

interactive agents, such as virtual
assistants.
models or dimensions that might be more
appropriate for understanding and evaluating

the unique characteristics of generative Al
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chatbots depending on different users.

this  study
offers crucial insights for both developers and
the adoption of
It highlights the

importance of focusing on quality dimensions

From a practical perspective,

considering
chatbots.

businesses

generative Al

like efficiency and availability, which are more

critical for generative Al tools than for
traditional interactive Al especially when
adopting into business environment. This
knowledge is  particularly  valuable  for
developers aiming corporate users, guiding
them to prioritize features that enhance
business processes and decision—making,

rather than user engagement. For businesses,
these findings underline the need to carefully

evaluate how these chatbots align with their

operational goals and contribute to overall
productivity, rather than relying solely on
conventional user satisfaction metrics. This

tailored approach can lead to a more strategic
and effective integration of generative Al in
business environments.

There are several limitations on this study.
First, the research is based on single website
Although

chosen to minimize the bias caused by single

reviews. several products were

sample, the website reviewers are mainly
English—speaking business employees which
does not quite capture the general quality of
the generative Al. Moreover, as they are using
generative Al service to generate profit,
efficiency is considered significantly in the
reviews. This result may change with different
considering that

user segments. Moreover,

reviews are mostly written by the people who
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are satisfied with the products, especially in
the software where free trial is possible, the
results could be rated higher than actual user
satisfaction. Usage of multiple review websites
or survey could be done to reduce this bias in
the future.

Further research could be done by following.
For it to be considered as quality dimension,
following surveys should be conducted to see
if it actually affects the end user's customer
satisfaction, perceived value, and intention of
continuous use. Additionally, this study has
only identified the quality dimensions through
the online reviews. Further study on each
dimension's impact on overall rating could be
done to analyze whether certain dimension

affects the rating positively or negatively.
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