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Introduction 
In the field of dentistry, panoramic radiography is a stan-

dard examination procedure used in clinical practice to cap-
ture an image of the dental and maxillofacial region. This  
technique is instrumental in making diagnoses, planning 

treatments, and evaluating treatment outcomes. Panoramic 
radiography allows the assessment of various factors, includ- 
ing the condition of the teeth, the presence of lesions and 
trauma, the structure of the jawbone, the status of eden-
tulous patients, and the location of the third molar.1,2 One 
advantage of panoramic techniques is that they provide an 
image of the maxillary and mandibular regions with a rela-
tively low radiation dose. Specifically, the radiation dose a 
patient receives from 1 panoramic radiograph is equivalent 
to the dose from 4 intraoral radiographs.3

Prior to creating a radiodiagnostic report based on pan-
oramic radiography, tooth numbering serves as a guide for 
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ABSTRACT

Purpose: The objective of this scoping review was to investigate the applicability and performance of various 
convolutional neural network (CNN) models in tooth numbering on panoramic radiographs, achieved through 
classification, detection, and segmentation tasks.
Materials and Methods: An online search was performed of the PubMed, Science Direct, and Scopus databases. 
Based on the selection process, 12 studies were included in this review.
Results: Eleven studies utilized a CNN model for detection tasks, 5 for classification tasks, and 3 for segmentation 
tasks in the context of tooth numbering on panoramic radiographs. Most of these studies revealed high performance of 
various CNN models in automating tooth numbering. However, several studies also highlighted limitations of CNNs, 
such as the presence of false positives and false negatives in identifying decayed teeth, teeth with crown prosthetics, 
teeth adjacent to edentulous areas, dental implants, root remnants, wisdom teeth, and root canal-treated teeth. These 
limitations can be overcome by ensuring both the quality and quantity of datasets, as well as optimizing the CNN 
architecture.
Conclusion: CNNs have demonstrated high performance in automated tooth numbering on panoramic radiographs. 
Future development of CNN-based models for this purpose should also consider different stages of dentition, such as 
the primary and mixed dentition stages, as well as the presence of various tooth conditions. Ultimately, an optimized 
CNN architecture can serve as the foundation for an automated tooth numbering system and for further artificial 
intelligence research on panoramic radiographs for a variety of purposes. (Imaging Sci Dent 2023; 53: 271-81)
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dental and periodontal charting, based on tooth anatomy 
and location. A numbering system is employed in dental 
radiological reports, particularly those involving panoramic 
radiographs.4 Various tooth numbering methods are rou-
tinely implemented in dental practice, with popular systems 
including the Fédération Dentaire Internationale (FDI) sys-
tem, the Universal Numbering System, and the Zsigmon-
dy-Palmer system.5 The FDI system is the most commonly 
utilized and is widely used in diagnostic reports. Tooth 
numbering is also essential for interpreting radiographs,  
recording patient dental medical history, and performing  
forensic tasks.6 As an important diagnostic imaging tool, 
panoramic radiographs are taken in large numbers every 
day. However, the interpretation of these radiographs can be 
subjective, relying heavily on the dentist’s experience and 
knowledge. This can potentially lead to misinterpretation, 
especially in the context of a heavy daily workload.7,8 The 
application of an artificial intelligence (AI)-based radio-
graphic diagnostic tool is anticipated to address these issues  
by reducing errors, shortening the overall treatment dura-
tion, and enhancing the quality of patient dental care.9

Over the past decade, convolutional neural networks 

(CNNs) have garnered considerable attention due to their 
high performance in image recognition and computer vi-
sion.10 In 2012, a CNN outperformed traditional machine 
learning techniques in the ImageNet Large Scale Visual 
Recognition Challenge (ILSVRC).11 Essentially, a CNN 
employs a deep learning approach to independently deter-
mine the most effective features for image representation. A 
CNN comprises several layers, including convolution, pool-
ing, nonlinearity, and fully connected layers. These allow  
the CNN to perform feature extraction and selection for 
classification within these hidden layers, thereby automati-
cally discerning the relevant features of an image.12 Due to 
these advantages, numerous studies have sought to apply 
CNNs in the realm of digital radiography.13 To recognize an 
object on a digital radiograph, a CNN performs 3 primary  
tasks: classification, detection, and segmentation. Classi-
fication involves categorizing or labeling an image into a  
specific class. Detection facilitates the identification of the  
location of lesions, organs, or other objects of interest. Final- 
ly, segmentation is employed to delineate the precise pixel- 
wise boundaries of an organ or pathological feature.12,14 In 
dentomaxillofacial radiology, CNNs have been utilized for a 
variety of purposes, including the identification and recog- 
nition of dental caries, periodontal bone loss, intraosseous 
lesions, dental implants, and osteoporosis.14-16

One potential application of this technology is in the num- 

bering of teeth on panoramic radiographs. The task of tooth  
numbering presents a challenge, as the CNN must learn 
to identify and classify multiple objects, in this case teeth, 
within a single radiographic image. CNN-based architec- 
tures have demonstrated the capacity to recognize and clas-
sify types of teeth based on dental anatomy and location.17,18  
The use of an automatic CNN approach for tooth number-
ing can reduce the time spent by dentists on identifying 
teeth shown on panoramic radiographs. The automation of 
tooth numbering is crucial, as the system must be capable 
of identifying the number of the tooth for subsequent anal-
ysis during the initial stage of interpretation. For instance, 
this functionality is important in identifying and diagnosing 
radiopathology in a specific tooth. The findings from these 
workflows are then consolidated in the diagnostic report or 
dental filling chart of the panoramic radiographs.

This scoping review was designed to gather and exam-
ine published studies regarding the performance of various 
CNN architectures in the context of tooth numbering sys-
tems for panoramic radiographs. The review incorporated 
studies employing a structured exploration to address a cen-
tral question: how can CNNs be utilized to automate tooth 
numbering on panoramic radiographs? The applicability, 
performance, and limitations of the various CNN archi- 
tectures reported in existing studies were analyzed and dis-
cussed. Ultimately, the findings of this review may serve as 
a basis for future advancements in AI research, with the aim  
of enhancing the overall oral health care system.

Materials and Methods
Search strategy
This study was designed as a scoping review, which is 

used to map the literature on a specific topic or research 
area. This approach provides an opportunity to identify key 
concepts, detect gaps in the research, and pinpoint sources 
of evidence.19,20 A systematic literature search was per-
formed for studies published between January 2012 and 
September 2022, with the process conducted by 2 review-
ers. The publications were limited to those published in 
2012 or later because CNNs have demonstrated significant 
performance improvements since that time.11 A systematic  
search was conducted of 3 databases: PubMed, Science 
Direct, and Scopus. The article search strategy employed 
Boolean operators, including AND, OR, and NOT. As each 
database has a unique procedure for article searches, the 
search terms were adjusted in accordance with the guide-
lines of each respective database (Table 1).



- 273 -

Ramadhan Hardani Putra et al

Study selection
Articles from 3 online databases were screened based 

on the pertinence of their titles and abstracts to the topic of 
the review. Two reviewers independently screened these 
titles and abstracts for potential eligibility, then conducted 
a full-text review in accordance with the selection criteria. 
All studies demonstrating the use of CNNs for tooth num-
bering on panoramic radiographs, including those utilizing 
classification, detection, and segmentation, were included. 
The inclusion criteria for this study were articles or journal 
publications that used a CNN approach for tooth number-
ing, were written in English, and provided full-text access. 
The exclusion criteria were articles that employed machine 
learning methods other than CNN for tooth numbering on 
periapical, bitewing, or 3-dimensional imaging. This review  
focused on the applicability of CNN for tooth numbering, 
given the increased popularity of CNN over the past decade 
due to its superior performance in computer vision tasks.

Data extraction
One reviewer performed the data extraction, which was 

subsequently discussed in depth with a second reviewer. 
The data extracted in this study included the author, year of 
publication, CNN architecture, application of the transfer 
learning method, tooth numbering method (classification, 
detection, or segmentation), number of datasets, sources of 
errors in tooth numbering, performance, and primary find-
ings. The tooth numbering methods examined in this study 
included classification, detection, and segmentation. The 
performance metrics extracted for this review were accu- 
racy, precision, sensitivity, specificity, and F1 score.

Results
A total of 540 studies were retrieved from 3 online data- 

bases for screening. Following an initial review based on 
the titles and abstracts, 28 studies were identified as poten- 
tially suitable for further consideration. Upon full-text eval-

uation, 12 studies fulfilled the inclusion criteria and were 
incorporated into this review (Fig. 1). The results derived 
from the data extraction of all included studies are dis-
played in Table 2.

Datasets 
The sizes of the datasets ranged from 160 to 8,000 pan-

oramic images. Ten studies utilized a distinct test dataset. 
In 2 studies,26,27 the total number of images was the only 
information provided, with no details regarding the parti-
tioning of the dataset. In 6 of the 10 studies with a distinct 
test set,24,25,28,30-32 data were divided into 3 datasets (training, 
validation, and testing), while 4 studies21-23,29 reported divi-
sion into 2 datasets (training and testing).

CNN architecture
The CNN architecture employed varied considerably 

among the included studies. Eight studies21-25,27-30 reported 

Table 1. Article search 

Database Keywords

PubMed “panoramic radiograph” AND “convolutional neural network” OR “deep learning” AND “tooth detection” 
OR “tooth numbering”

ScienceDirect “panoramic radiograph” AND “convolutional neural network” OR “CNN” AND “tooth numbering” 
AND “classification” AND “detection” AND “segmentation”

Scopus “panoramic radiograph” AND “convolutional neural network” AND “tooth numbering” AND “classification” 
OR “detection” OR “segmentation”

Fig. 1. Flowchart illustrating the article search process. CNN: con-
volutional neural network.
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using a combination of 2 to 4 different CNN architectures, 
while 4 studies26,29,31,32 utilized individually constructed 
CNN architectures for the enumeration of teeth on panora- 
mic radiographs. The most frequently used architecture was  
Faster R-CNN, as reported in 7 studies, followed by ResNet  
in 4 studies. Inception and Mask R-CNN were each used in 
3 studies, VGG in 2, and AlexNet, Xception, GoogLeNet, 
DENTECT, YOLO-v5, U-Net, and EfficientDet in 1 study 
each.

Regarding changes over the years studied, Faster R-CNN 
was initially introduced in 2019 for the purpose of tooth 
detection, and this was followed by the use of VGG-16 for 
numbering teeth on panoramic radiographs.21 In the follow-
ing year, modifications were made to Faster R-CNN using 
other CNN architectures such as ResNet23 and Inception- 
v224,25 to evaluate the performance of tooth numbering sys-
tems. Starting in 2021, a number of studies began devel-
oping tooth segmentation-based architectures using Mask 
R-CNN, which was also modified with other CNN architec-
tures like ResNet27,28 and Faster R-CNN.30 In the same year, 
Yüksel et al.29 developed a CNN-based architecture, termed 
DENTECT, that involved segmentation into 4 different  
quadrants before performing tooth detection and numbering 
on panoramic radiographs. Most recently, a collaborative  

learning approach was introduced that combined Faster 
R-CNN and YOLO-v5 for tooth detection and Mask R-CNN  
and U-Net for tooth segmentation. This approach has been 
demonstrated effective in a variety of complex situations.30

Types of tooth numbering methods
The primary functions of CNN in recognizing dental ob-

jects on panoramic radiographs include 3 tasks: classifica-
tion, detection, and segmentation. A schematic representa- 
tion of these tasks is provided in Figure 2. For tooth num-
bering, 11 studies employed the detection method, 5 utilized 
the classification method, and 3 adopted the segmentation 
method. Table 3 summarizes a comparative analysis of these 
3 distinct approaches to tooth numbering on panoramic  
radiographs.

Detection enables the localization and numerical iden-
tification of a specific tooth by drawing a bounding box 
around it. Related studies have most commonly applied 
Faster R-CNN for tooth detection, occasionally modifying 
it with other CNN architectures to enhance the classification  
of tooth numbers. The references and/or data annotations for  
this task were supplied by various professionals, includ-
ing radiologists,21,24,31 dentists,22,23 pedodontists,25 endo-
dontists,29 and experts whose qualifications were not de-

Fig. 2. Illustration of the various tasks involved in automated tooth numbering on panoramic radiographs. A. The pre-processed panoramic 
image. B. The classification task, which requires a labeled dataset or cropped tooth images from panoramic images, is employed for tooth 
numbering on each image. C. The detection task, which requires a panoramic radiograph with a marked region of interest, facilitates the 
localization and identification of the tooth object by drawing a bounding box around it. D. The segmentation task is carried out to delineate 
precise boundaries and identify the tooth objects on the panoramic radiograph.

A

C

B

D
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scribed.27,28,32 For detection tasks, the models were assessed 
using several metrics: precision (n =7), F1 score (n =5), 
sensitivity (n =5), specificity (n =1), accuracy (n =3), and  
mean average precision (n=1). In a comparative test, 1 study  
contrasted the performance of tooth detection using Faster 
R-CNN and YOLO v5 architectures within a collaborative 
learning framework.30

Classification is employed to categorize and enumerate 
isolated or cropped tooth images derived from panoramic 
radiographs. ResNet architectures are predominantly uti-
lized for this task and demonstrate high performance. One 
study involved a comparison of 5 distinct CNN architec-
tures, namely AlexNet, VGGNet, ResNet, Xception, and 
GoogLeNet, to determine the most effective option for 
classification. The reference standard for data annotation 
and performance evaluation was supplied by a radiolo-
gist,21 a dentist,22 a medical expert,26 and an expert whose 
qualifications were not described.27,28 The performance of 
the CNNs was assessed using several metrics, including 
accuracy (n=3), F1 score (n=1), and specificity and sensi-
tivity (n=2).

Segmentation is carried out to delineate the pixel-wise 
boundaries of the tooth object on panoramic radiographs. 
Mask R-CNN was primarily employed for teeth segmenta- 
tion, followed by other CNN architectures to identify pathol- 
ogies or specific conditions affecting each tooth. This method  
can also be utilized to facilitate automated dental chart fill-
ing. The standard references for the segmentation task were 
an endodontist and a medical expert.28,29 The performance  
of the segmentation task was evaluated using F1 score (n=  
2), accuracy (n =1), and pixel accuracy (n =1). One study 
compared the performance of tooth segmentation using  
Mask R-CNN and U-Net architectures in a collaborative 
learning setting.30

Findings
Assessing the sources of errors in tooth numbering is key 

for the advancement of this system. As indicated in Table 2, 
only 5 studies reported an evaluation of the mistakes made 
by the system in tooth numbering. The presence of severely  
decayed teeth, crown prosthetics (including metal restora- 
tions, dental fillings, and pontics), missing adjacent teeth, 
dental implants, root remnants, wisdom teeth, and root  
canal-treated teeth can impair the performance of CNNs in  
tooth numbering. This is due to the potential for these fac-
tors to generate false positives or false negatives. The anal-
ysis of error sources is vital to address the limitations of 
CNNs in tooth numbering. Consequently, studies should 
include error analysis reports to aid in the development of 
optimized CNN architecture and dataset preparation for  
future research.

Although the aforementioned tooth conditions can de-
crease the performance of CNNs in tooth numbering, numer- 
ous studies have demonstrated that CNNs can extend be-
yond this purpose. They can identify the presence of dental 
implants, missing teeth, teeth treated with root canals, root 
remnants, and teeth with crown restorations and fillings. 
This capability can be further refined for automated dental 
chart filling in panoramic radiographs.28-31 CNNs can also 
be utilized for numbering deciduous teeth on panoramic 
radiographs.25 However, employing CNNs for numbering 
in other stages of dentition presents a challenge. This is 
due to the more intricate process required to perform tooth 
recognition tasks, particularly in the mixed dentition stage, 
because of the presence of tooth germs.

Discussion
All of the included studies reported that CNNs, irrespec-

tive of the specific architecture employed, demonstrated 
good performance in the automatic numbering of teeth on 
panoramic radiographs. Vinayahalingam et al.28 applied the 
CNN methodology to the automation of dental chart filling 
on panoramic radiographs. The objective of automating den- 

Table 3. Comparison of the use of convolutional neural networks (CNNs) for classification, detection, and segmentation for tooth number-
ing on panoramic radiographs

Task Number of 
studies

Most common 
CNN architecture

Most common 
outcome metric Findings

Classification 5 ResNet (n = 3) Accuracy (n = 3) ResNet showed the best performance for the classification task.

Detection 11 Faster R-CNN (n = 7) Precision (n = 7) A combination of Faster R-CNN and another CNN model can 
improve the detection task. 

Segmentation 3 Mask R-CNN (n = 2) F1 score (n = 2) A combination of Mask R-CNN and another CNN model can 
potentially be used for automated dental chart filling.
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tal chart filling extends beyond merely facilitating tooth 
numbering; it can also be utilized to automatically identify 
the presence of crowns, fillings, root canals, implants, and 
residual roots on panoramic radiographs. The findings of 
this study indicated that CNNs achieved an F1 score exceed- 
ing 95% for tasks related to classification, detection, and 
segmentation. CNNs have been shown to be effective for 
automatic tooth numbering, and their application can be 
further expanded to automate dental chart filling using pan-
oramic radiographs.

Faster R-CNN is the architecture most commonly em-
ployed for tooth numbering on panoramic radiographs.33 
This model is an enhancement of R-CNN and Fast R-CNN.34  
Faster R-CNN utilizes a region proposal network (RPN), a 
type of neural network that supplants the function of selec-
tive search. This substitution reduces the excessive com- 
putational demands on the computer, thereby accelerating  
object detection based on deep learning.35,36 The RPN shares  
full-image convolutional features with the detection net-
work, which allows for nearly cost-free region proposals. It 
is a fully convolutional network that concurrently predicts  
object boundaries and objectness scores at each position.37 
One benefit of using an RPN is the increase in speed during  
both training and prediction. Given that an RPN is a straight- 
forward network that only employs convolutional layers, the  
prediction time can be faster than when using the classifica-
tion base network.38,39

The primary functions of a CNN in identifying objects, 
including tooth numbers, on digital radiography images are  
classification, detection, and segmentation. Most of the 
studies examined21-25,27-32 involved the use of detection as a  
numeration method. Detection is an important step in pin-
pointing the location of an object. The most frequently used 
CNN architecture for performing detection tasks is Faster 
R-CNN. This architecture was employed in 7 studies for 
detection purposes. Bilgir et al.24 and Kılıc et al.25 chose 
Faster R-CNN for tooth numbering due to its design, which 
simplifies the complexity of CNNs with an architecture 
constructed to be comparatively deep and wide. CNNs can 
also be employed to number primary teeth using the detec- 
tion task. Kılıc et al.25 utilized a dataset comprised of 421 
anonymous panoramic radiographic images of pediatric  
patients aged between 5 and 7 years. The performance 
achieved included a precision of 95.71%, a sensitivity of 
98.04%, and an F1 score of 96.86%. This demonstrates 
that CNNs can be used for numbering of both permanent 
and primary teeth. Further advancements can be made in 
the use of CNNs for primary tooth numbering, such as the 
application of tooth germ numeration, age estimation, and 

digital forensic purposes. Following successful detection, 
the identified tooth can undergo further analysis using other 
machine learning methods to detect pathologies or anom-
alies. The architecture of the CNN can be modified or ex-
panded to detect various pathologies in the dental area of 
panoramic radiographs.

Five studies employed a classification method for num-
bering teeth on panoramic radiographs.21,22,26-28 This task is 
essential for categorizing tooth numbers based on their fea-
tures. ResNet, one of the most common CNN architectures, 
is frequently chosen for this classification task. The popu-
larity of ResNet (short for Residual Network) is largely due 
to its residual connection mechanism, which addresses the 
vanishing gradient problem. This problem arises when the 
gradient results analyzed by the model fail to reach the first 
layer, thereby preventing CNNs from studying the calcula- 
ted errors.40,41 The operational principle of ResNet involves 
constructing a network that is relatively complex, while 
concurrently determining the optimal number of layers to  
overcome the vanishing gradient problem.42 In 2015, Res 
Net emerged as the winner of the ILSVRC and the Com-
mon Objects in Context (COCO) competitions. Specifical-
ly, it won in the categories of ImageNet detection, ImageN-
et localization, COCO detection, and COCO segmenta-
tion.43 Regarding CNN architecture, depth is an important 
element in developing high-performing CNN models. Res 
Net offers several variations of layer types, including 18, 
34, 50, 101, and 152 layers.44 Mahdi et al. utilized ResNet- 
50, comprising 50 layers, and ResNet-101, comprising 101 
layers, to compare the precision and F1 score perform- 
ance for permanent tooth numbering on panoramic radio-
graphs.23 ResNet-101, being a deeper network than ResNet- 
50, delivered superior performance. Consequently, from a 
computational perspective, ResNet-101 demands greater 
computing power than ResNet-50. Both architectures are 
applicable in the field of dentistry.45,46 Vinayahalingam et 
al.28 employed Mask R-CNN with ResNet-50 to automate 
dental chart filling based on panoramic radiographs. The 
F1 score performance achieved for detection was 99.3%. 
This indicates that the detection method is not solely useful 
for tooth numbering, but can also be applied to automated 
dental chart filling, a feature that is beneficial for forensic 
identification.

Only 3 studies employed segmentation for tooth number-
ing on panoramic radiographs.28-30 While most of the in-
cluded studies utilized Mask R-CNN, U-Net is among the 
most frequently used architectures in medical imaging seg-
mentation due to its effectiveness and superior performance.  
Image segmentation is a semantic process, dividing images  
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into objects and non-objects.47,48 Chandrashekar et al.30 
implemented a collaborative technique, combining 2 archi-
tectures for segmentation and detection tasks in panoramic 
radiography to improve results. The collaborative CNN 
architecture used was a combination of Mask R-CNN and 
U-Net for segmentation, which was then modified into a 
detection CNN architecture model, namely Faster R-CNN 
and YOLO-v5. The accuracy achieved for segmentation 
was 98.44%, while the detection performance was 98.77%.  
The findings of this study suggest that the collaborative 
model is significantly more effective than the individual 
learning model. CNNs can also be utilized for automated 
dental chart filling on panoramic radiographs using segment- 
ation methods.28 Further advancements are possible, partic- 
ularly in using the segmentation method for tooth number-
ing on panoramic radiographs, as only 3 articles have utili- 
zed this method to date. Segmentation plays a key role in 
computer vision and image processing, providing an effec-
tive process to facilitate analysis by dividing the image into 
2 parts: the object and the background.49-51

The studies included in this review utilized a range of data-
set sizes to develop their neural network models. The small-
est dataset, used by Mima et al., contained 160 images,32  
while the largest, used by Prados-Privado et al., contained 
8,000.27 Eight of 10 studies included in this review used 
datasets of at least 1,000 images. A substantial quantity of 
data is necessary for the development of a CNN model. 
Studies involving fewer than 1,000 images can be consid-
ered to include a small dataset, which may result in a less 
accurate output model.52 Since gathering, processing, and 
labeling data is exhaustive, several methods have been 
employed to enhance output model performance. These 
methods include transfer learning and data augmentation. 
Transfer learning is a technique that can expedite the learn-
ing process by transferring the pre-trained base layer of the 
CNN model using readily available datasets, then training 
the remaining layers on a smaller, local dataset. Seven of 
the studies included in this review (as shown in Table 2) 
demonstrated that this technique can be effective for tooth 
recognition, although the transfer learning was performed 
using datasets other than panoramic radiographs, such as 
ImageNet and COCO. Data augmentation is another tech-
nique that can expand the training dataset through the ap-
plication of image transformations such as flipping, color 
manipulation, cropping, magnification, rotation, and trans-
lation.53

The studies included in this review highlighted the limit- 
ations of CNNs in tooth numbering for panoramic radio-
graphs. Numerous studies reported various errors made by 

the system during the testing phase. The system may fail 
to identify a tooth due to the presence of severely decayed 
teeth, crown prosthetics (including metal restorations, dental  
fillings, and pontics), missing adjacent teeth, dental implants,  
root remnants, wisdom teeth, and root canal treatments on 
panoramic images. The most frequent errors, resulting in  
either false negatives or false positives, were associated  
with the presence of root remnants. The system also demon-
strated errors in detecting dental implants and teeth with 
restoration materials.21,22,27,28 For the further advancement  
of CNNs in tooth numbering, it is crucial to include a vari-
ety of potential tooth forms in the training process. These 
forms may include primary teeth, tooth germs, residual 
roots, tooth anomalies, or teeth with crown restorations. The 
presence of an edentulous area should also be considered  
in the training dataset, as it can disrupt the learning process 
of the CNN model, leading to false positives on adjacent 
teeth.21,27 These considerations should be addressed during 
the dataset preparation stage of CNN system development 
for tooth numbering on panoramic radiographs.28

In future studies, CNN performance could be optimized 
by considering dataset quality as well as quantity, based 
on the requirements of the development process.31 Merely 
increasing dataset size may not necessarily improve per-
formance, as the diversity of samples and the quality of the 
dataset are also crucial for optimizing results. For an effec- 
tive learning system, it is essential that the sample is diverse  
and evenly distributed. This is particularly important given 
the challenging task of identifying multiple tooth objects 
with similar anatomical features in various locations. Once 
an appropriate dataset is assembled, the selection of appro-
priate CNN architecture is another important step prior to 
architecture modification. Collaborative or hybrid learning  
can be employed by integrating the CNN architecture based  
on the study’s objectives, as each architecture has specific  
advantages for certain tasks. This optimization depends on 
the computational power and the researcher’s knowledge, as  
optimal performance can be achieved with smaller datasets 
and lower computational power when the study is well-de-
signed. The optimal CNN architectures for tooth numera-
tion on panoramic radiographs can be utilized in various AI 
research projects for further advancements in the field of 
dentistry.

In conclusion, CNNs can be employed to automate the 
process of tooth numbering on panoramic radiographs 
through classification, detection, and segmentation. Enhan- 
cing and optimizing the CNN architecture based on the 
task at hand can improve the performance and results of the 
automated tooth numbering system. Future developments 
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in CNN-based models should focus on various stages of 
dentition, such as the primary and mixed dentition stages. 
These models should also consider a range of tooth condi-
tions, including teeth with restorations, dental anomalies, 
residual teeth, and edentulous areas, to enhance the recog- 
nition of tooth number. An optimized CNN architecture 
is anticipated to be useful for automated tooth numbering  
on panoramic radiographs, irrespective of the tooth condi-
tion. Ultimately, it could serve as a foundational element 
for AI research on panoramic radiography for a variety of 
purposes.
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