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Abstract 

In modern society, user privacy is emerging as an important issue as closed-circuit television (CCTV) systems 

increase rapidly in various public and private spaces. If CCTV cameras monitor sensitive areas or personal 

spaces, they can infringe on personal privacy. Someone's behavior patterns, sensitive information, residence, 

etc. can be exposed, and if the image data collected from CCTV is not properly protected, there can be a risk 

of data leakage by hackers or illegal accessors. This paper presents an innovative approach to “machine learning 

based reversible chaotic masking method for user privacy protection in CCTV environment.” The proposed 

method was developed to protect an individual's identity within CCTV images while maintaining the usefulness 

of the data for surveillance and analysis purposes. This method utilizes a two-step process for user privacy. 

First, machine learning models are trained to accurately detect and locate human subjects within the CCTV 

frame. This model is designed to identify individuals accurately and robustly by leveraging state-of-the-art 

object detection techniques. When an individual is detected, reversible chaos masking technology is applied. 

This masking technique uses chaos maps to create complex patterns to hide individual facial features and 

identifiable characteristics. Above all, the generated mask can be reversibly applied and removed, allowing 

authorized users to access the original unmasking image. 
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1. Introduction 

In recent years, large deployments of closed-circuit television (CCTV) systems have led to an 

unprecedented surge in the amount of video data generated every day. These systems are used for a 

variety of purposes, including security monitoring, traffic monitoring, and enhanced public safety [1,2]. 

However, the rapid development of digital technology and growing concerns about personal information 

protection have raised the issue of protecting personal information captured in these videos as an 

important concern [3,4]. 

The fundamental challenge arises from the conflict between the benefits of video surveillance and 

potential breaches of privacy. Video surveillance has proven effective in crime prevention and law 
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enforcement support, but it can expose sensitive information about individuals' behavior, routines, and 

identities, raising concerns about unauthorized monitoring and privacy abuse [5-7]. 

Moreover, the expansion of smart cities and the integration of artificial intelligence (AI)-based 

analytics make automatic processing and analysis of video data unprecedented, further amplifying these 

privacy concerns. 

The fundamental challenge arises from the inherent conflict between the benefits of video surveillance 

and potential breaches of privacy. Video surveillance has proven effective in crime prevention and law 

enforcement support, but it can expose sensitive information about individuals' behavior, routines, and 

identities, raising concerns about unauthorized monitoring and privacy abuse. Moreover, the expansion 

of smart cities and the integration of AI-based analytics make automatic processing and analysis of video 

data unprecedented, further amplifying these privacy concerns [8]. 

CCTV can cause various problems related to personal information protection. Below are some of the 

major privacy issues related to the CCTV system: 

 De-identification absence: If the faces or identities of individuals are clearly exposed in CCTV 

footage, this may result in the leakage of de-identified personal information. Someone can use this 

information for personal use, which can lead to personal privacy violations [9]. 

 Data security issues: Personal information may be exposed by hackers or unauthorized access if 

CCTV image data is stored or transmitted without appropriate security measures. This may infringe 

on the privacy of the person being monitored. 

 Unnecessary data collection: CCTV systems may collect unnecessary personal information. This 

collection of information can cause privacy issues if it is not legally allowed. 

 Information sharing and access: When CCTV image data is shared with other organizations or 

individuals, unauthorized disclosure of personal information may occur if there are no or unclear 

restrictions on information sharing and access. 

 Use of hidden cameras: Personal privacy and human rights may be violated if CCTV cameras are 

secretly installed or used for illegal purposes. 

 Leakage and sale: Unauthorized leakage or sale of collected CCTV data may result in abnormal use 

of personal information. 

 Privacy infringement: CCTV video data can easily identify individuals' daily lives, behavior patterns, 

and location information, which can lead to privacy infringement. 

To solve these problems, it is necessary to comply with appropriate laws and regulations, and to operate 

the CCTV system by preparing technical, organizational, and legal measures. It is important to manage 

and improve the CCTV system in a way that balances personal information protection and public interest 

purposes. 

This paper introduces the “machine learning based reversible chaotic masking method” to balance the 

personal information problem and public use of CCTV. This work proposes a reversible masking method 

that combines machine learning and chaos theory to protect users' faces and other personal identification 

in a CCTV environment. Unlike conventional fixed masking methods, the proposed method leverages 

chaos theory to transform user information into an arbitrary order and performs masking based on it. This 

allows you to fully protect the original information while restoring it back to the original information if 

necessary. The objectives of this paper are as follows. First, it highlights the problem of personal 

information exposure in CCTV environments and presents the importance of this. Second, we examine 
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the limitations and shortcomings of existing privacy protection methods and introduce the advantages of 

the proposed “machine learning-based reversible chaotic masking method” as an alternative to this. Third, 

it provides a brief overview of the key concepts and operations of the proposed method and helps you 

understand how it can protect and restore user information. 

 

 

2. Related Work 

Various studies have been continuously conducted to solve personal information problems, such as 

face de-identification in the CCTV environment. This section examines the existing CCTV video face 

de-identification technology to protect human personal information. It also examines additional 

technologies such as AI for face de-identification of CCTV images. 

 

2.1 Existing Studies 

Pixelization reduces the likelihood of identification by dividing the face area into pixels to remove 

sharp features. This is a simple method, but it has the disadvantage of visually distorting the original 

image. However, pixelation has the following problems. Pixelization causes images to be unclear and 

less readable. As the image quality decreases, information in the image may be distorted. Facial shapes 

or features can also be inferred from pixelated images of sufficient size. This means that personal 

identification of the face may not be protected. Pixelization may have difficulty interpreting the pixelated 

image by removing the details of the image. This can lead to unintentional inference or interpretation of 

incorrect information. Pixelization may reduce the usefulness of the image, making it difficult to obtain 

information suitable for actual monitoring purposes [10-12]. 

Blurring has the following problems. Blurred makes the face look blurry, but fine details of the face 

can still be preserved. This may not completely remove the information required to recognize the face. 

Determining how much to blur and how much to blur the face area is subjective, which can make it 

difficult to achieve consistent results. Blurring faces in large-scale image data can be computationally 

resource intensive. In addition, blurring can generally degrade the image quality due to technical 

problems. Blurring may be more effective as a way to protect your face relatively than pixelation, but it 

does not provide complete privacy. Blurring has the following problems. Blurred makes the face look 

blurry, but fine details of the face can still be preserved. This may not completely remove the information 

required to recognize the face. Determining how much to blur and how much to blur the face area is 

subjective, which can make it difficult to achieve consistent results. Blurring faces in large-scale image 

data can be computationally resource intensive. In addition, blurring can generally degrade the image 

quality due to technical problems. Blurring may be more effective to protect your face relatively than 

pixelation, but it does not provide complete privacy [13-15]. 

Face landmark marking is a technique that identifies landmark points that represent the main 

characteristics of the face and uses them to cover the face. This is used as one of the methods for face de-

identification and can be applied for privacy purposes. However, the original facial features can still be 

inferred if the landmark is not correctly identified or if it is obscured. Facial landmarks are points that 

represent the main characteristics of the face and can have the only uniqueness between the faces. When 

this landmark information is leaked or combined with other data, the likelihood of personal identification 
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increases. Facial landmark marking for large video data can be computationally expensive. This can make 

it difficult to process large amounts of data in real time. The shape, size, and facial expression of the face 

can vary. Face landmark marking can be difficult to consider all of this diversity, which can result in a 

complete inability to cover your face. If the facial landmark marking or masking process is accurately 

described, malicious users can use the information to attempt a reverse engineering attack to restore the 

original face shape. Face landmark marking only considers certain parts of the face, so you may not be 

able to consider your surroundings or context. This can lead to identifying individuals from the 

information around them [16-18]. 

To de-identify CCTV for personal information protection, it is necessary to check the face that needs 

de-identification in the video. To this end, the real-time face recognition AI algorithm of the CCTV 

environment exists as follows. 

BlazeFace is a lightweight facial detection algorithm developed by Google that focuses on real-time 

facial detection in mobile and embedded systems. BlazeFace consists of a single network with fast 

throughput and relatively low memory requirements thanks to a small network. It also shows strong 

performance for various face sizes and angles [19]. 

Haar Cascades is one of the traditional computer vision technologies that uses relatively simple feature 

extraction and classification to perform facial detection. This algorithm is used to detect specific patterns 

in images, which identify face and non-face areas. Haar Cascades can detect faces at high speed with 

simple operations but can be limited in terms of accuracy and diversity compared to deep learning-based 

algorithms [20]. 

 

2.2 Key Considerations 

The primary considerations of the proposed solutions are depicted as follows: 

1) Privacy protection: CCTV footage is very vulnerable because it contains personal information of 

people such as the user's face, body characteristics, behavior, and voice. These CCTV images are 

easy to expose personal information when attacked by malicious users, so they temporarily cover 

the personal information of the person shown in the CCTV video to protect people's personal 

information. 

2) Confidentiality: The main challenge of CCTV footage is the confidentiality of the user's personal 

information data taken. Critical data is likely to lead to data manipulation, loss, or exposure of 

unauthorized individuals due to leakage and attacks by third parties. Therefore, we solve the problem 

by protecting this form of data by allowing access only to pre-authenticated users. 

3) Integrity: Users who have been granted access will receive CCTV image data. Data manipulation 

and loss can make it difficult for an attacker to identify a particular user in CCTV footage and change 

it to be recognized as another user. This can be related to crime, and integrity is very important in 

the CCTV environment to solve this problem. 

4) Efficiency: The efficiency of calculation is another important requirement in CCTV environment. 

CCTV video is important to protect people information of AI is captured and protect the individual 

information of many people exposed to these CCTV environments exposed to protect people who 

are exposed to this CCTV environment. Therefore, the performance of AI that identifies people can 

ensure better personal information protection performance. 
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3. Proposed Framework 

3.1 Proposal Architecture Overview 

The proposed architecture is designed to ensure personal information protection in a CCTV 

environment. It introduces a machine learning-based reversible chaos masking method for protecting user 

privacy in a CCTV environment (Fig. 1): 

 

 

Fig. 1. Machine learning-based reversible chaotic masking for user privacy protection in CCTV environ-

ment. 

 

1) Device layer: The first layer of the proposed architecture is the device layer. Numerous CCTVs in 

subway stations shoot throughout the station and collect video data. These data include personal 

information of customers, such as the face, body, appearance, and movement of people using 

subway stations. The AI algorithm, sample and computation redistribution for efficient face 

detection (SCRFD), is used to identify a person's face in real time from the collected image data. 

SCRFD has the characteristic of efficiently identifying faces of various sizes in real time. 

2) Edge layer: The second layer of the proposed architecture is edge layer. In this layer, we receive 

face-identified image data obtained from the device layer. To protect the personal information of 

people using subway stations, the class uses the chaos system to cover the face from the identified 

video data so that it cannot be assumed as a specific person. The chaos system generates a chaos 

signal, an unpredictable and random sequence, and then uses this signal to generate a mask. Data is 

masked by combining it with identified image data through a mask generated by the chaos system. 

3) Fog layer: The third layer of the proposed architecture is fog layer. This layer receives de-identified 

image data obtained from the edge layer. Along with the data, feature data of de-identified people 



Machine Learning-Based Reversible Chaotic Masking Method for User Privacy Protection in CCTV Environment 

 

772 | J Inf Process Syst, Vol.19, No.6, pp.767~777, December 2023 

are also transmitted. The de-identification data received in this way is transmitted to management 

organizations such as the Subway Transportation Corporation. 

4) Cloud layer: The last layer of the proposed architecture is the cloud layer, which is considered a 

management organization such as the Subway Corporation. Cloud layer stores and manages de-

identified data transmitted from lower layers. 

There are times when de-identified CCTV images, such as tracking missing persons and criminals, 

need to be restored to original images. In this case, a reversible chaotic masking method is used to restore 

the original. The technology matches the characteristics of the de-identified people in the de-identified 

image and releases masking when it matches. Only authorized users have access to de-identified data in 

the cloud layer. At this stage, the user's authentication is conducted through a blockchain-based smart 

contract, and the original video is checked through the reversible chaotic masking method after 

authentication is completed. 

As such, the proposed architecture can efficiently guarantee personal information protection in a CCTV 

environment. 

 

3.2 Facial Recognition Model 

To de-identify CCTV for personal information protection, it is necessary to check the face that needs 

de-identification in the video. To this end, real-time face recognition AI algorithms in CCTV 

environments exist as follows, but in this paper, the SCRFD algorithm is used. SCRFD is a facial 

detection algorithm using the latest deep learning technology. As the name suggests, the algorithm works 

in a “single shot” manner to detect faces in real time in each frame of the image or video. SCRFD is 

based on the cascade residual network structure and includes several hierarchical cascade classifiers. 

These classifiers are used to detect faces of different sizes. SCRFD has the advantage of providing fast 

processing speed while effectively detecting faces of various sizes [20]. 

 

3.3 Chaotic Masking Method 

Chaotic masking method is one of the technologies used in data security and cryptography, which 

leverages chaotic systems or chaotic systems to protect and hide data. This method is primarily used to 

secure sensitive information and prevent unauthorized access. This includes a variety of ways to confuse 

and hide data using chaotic systems or chaotic maps. Henon maps are suitable for considering the 

geographical characteristics of images when used to encrypt images and generate random numbers. In 

this study, it is used to hide personal and identity information of people in CCTV images previously 

identified through SCRFD. The key is to hide personal information partially rather than entirely hiding 

physical characteristics such as human faces and tattoos, which is a feature for Reversible Chaotic 

Masking, which will be described in the next section. 

In this study, the chaotic masking system, Henon map, is used to proceed with chaotic masking Henon 

map is a two-dimensional chaos system from Chaos theory to a nonlinear dynamics system, based on the 

following simple mathematical equations: 

The Henon map repeatedly uses the above formula to calculate the following positions given the initial 

conditions. By repeating this process, the Henon map exhibits a chaotic behavior, which allows it to 

generate a random sequence. This random sequence is unpredictable, sensitive to initial conditions, and 
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has the properties described in chaos theory [21]. 

Henon maps are used in various applications such as image encryption, random number generation, 

and data protection. In image encryption, it is useful to use the spatial characteristics of the image to 

confuse pixel values, which can improve image security. 

 

3.4 Reversible Chaotic Masking Method 

In some cases, it is necessary to restore masked CCTV images, such as in the event of a crime, and for 

this purpose, the reversible chaotic masking method is used. The reversible chaotic masking method is 

one of the chaos-based technologies used for data security and privacy. This method is designed to hide 

and protect data, while also accurately recovering the original data. In other words, the term “reversible” 

means that there is a two-way or reverse path between masking data and recovering the original data. 

The main problems that can be solved using the reversible chaotic masking method are: 

1) Personal information disclosure issues: People's faces and other personal information can be 

exposed in CCTV environments. This acts as a problem that can infringe on privacy and threaten 

personal safety. The reversible chaotic masking method provides a way to completely hide the 

original information while recovering it if necessary, by transforming personal information based 

on chaos theory. 

2) Limitations of fixed masking: Traditional fixed masking methods are often difficult to restore once 

masked information. This can be a problem if security and legal action are required. The reversible 

chaotic masking method leverages chaos to enable conversion and restoration, providing flexible 

privacy management. 

3) Risk of information leakage: Some privacy protection methods protect by removing or distorting 

some of the information, but this can lead to loss of important information. The reversible chaotic 

masking method reversibly transforms information to reduce the risk of identifiable information 

leakage while maintaining useful information. 

4) Useful information retention: Some privacy protection methods completely mask the information, 

so useful information cannot be utilized for analysis and research. The reversible chaotic masking 

method provides privacy protection while maintaining the nature of the information, so you can 

balance security with useful information. 

5) Processing different data types: In CCTV environments, there are different types of personal 

information, as well as faces. The reversible chaotic masking method combines machine learning 

with chaos theory, giving you the flexibility to process and protect different data types. 

Since CCTV contains personal information, the problem of personal information leakage can occur, so 

anyone who can demask must be allowed only to authorized users. For example, there are police 

investigating crimes. However, police who are legally authorized to investigate the case, not all police, 

can access it. If an unauthorized user approaches by impersonating an authorized user, legal responsibility 

and personal information leakage are necessary. 

In this paper, only users who are certified through blockchain and smart contracts are supported with 

recovered images. The reversible chaotic masking method compares the features of stored characters, 

such as chaotic masked CCTV images, and recovers the image when matched. We improve the efficiency 

of the masking process through the reversible chaotic masking method and balance between user privacy 

and the usefulness of CCTV images. 
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4. Case Study 

The proposed method can be implemented based on the data collected in the existing CCTV 

environment, and the proposed method is easy to apply to the existing CCTV environment. The case 

scenario is set in a subway station with a large floating population. Under the assumption that one CCTV 

per 10 m2 area is installed on the subway. The flow in which the proposed framework operates in the 

subway station is explained based on Fig. 2. 

 

 

Fig. 2. Detail chaotic masking and demasking method flowchart. 

 

 Data collection: collects video that includes people moving inside the subway station through CCTV 

installed in the subway station. At this stage, personal characteristics such as the walking, tattoo 

location, and body shape of people moving around the subway station are also collected in the video. 

 Data preprocessing: Data preprocessing works to organize collected data. Data is cleaned so that 

deep learning algorithms such as human body angle and face angle can easily recognize it. 

 Person detection: The SCRFD algorithm is used to recognize and detect people in images collected 

through CCTV. Through this algorithm, each person's features, such as faces, are detected in real 

time. If anyone is detected at this stage, we move on to the next step, otherwise the framework flow 

for the image scene is terminated. 

 Create chaotic masking: Randomly generates chaotic masking to mask the person in CCTV footage. 

Henon map is used as a chaotic system to create chaotic masking. 

 Combining footage and chaotic masking: Combines chaotic masking made by Henon map with 

subway CCTV footage. At this stage, for reversible chaotic masking, only a part of the person is 

covered, not the whole person. 
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 Checking results & storing data: Check that people in CCTV footage are well covered and store 

them on a cloud server. At this stage, it covers the people in the video, and stores the face, tattoo 

location, and gait together for each person. 

 Data access request: A theft occurred at a subway station. To investigate the incident, the police 

must check the CCTV footage and request access to the video data from the cloud server. 

 Certify user authentication: CCTV footage should only allow access to authorized users because it 

contains the personal information of everyone using the subway. Therefore, it checks whether the 

person who requested access through the blockchain is the police in charge of the case. At this stage, 

if an unrelated person, not the police, requests for access, the request is rejected. If an unauthorized 

user approaches by impersonating an authorized user, legal responsibility is required accordingly. 

 Reversible chaotic masking & access recovered data: When the police's identity authentication is 

completed, access to CCTV footage is successful. However, it is necessary to remove chaotic 

masking and restore it to its original state because it is necessary to identify customers using the 

subway for investigation of the case. At this stage, the video and the stored gait are compared with 

the behavior in the video and restored to a matching face. Through the restored video, the police can 

find out who was in the subway station at the time of the incident and what actions were taken. 

 

 

5. Conclusion 

CCTV is a means to threaten personal information prevention and evidence collect personal information. 

The analysis of sensitive personal information protection and digital video monitoring in CCTV 

environment and digital video monitoring. CCTV video was used in real-time, many people who have been 

filmed and efficiently identifying people exposed to these CCTV environments exposed to these CCTV 

environments exposed to protect people who are exposed to this CCTV environment. Therefore, the 

performance of AI to identify people, efficiently created a better personal information protection 

environment. Using the Chaotic Masking system was conducted by using the Chic Masking system. The 

technology provides high level security features and integrity of the image identified through AI, and 

integrity information that can prevent personal information that can prevent personal information 

infringement of personal information. In addition, it was also provided by storing personal information and 

identified personal information and identified personal information and identified personal information and 

identified personal information. Through this, improvement efficiency of the mask was improved and 

maintain balance between user personal information protection and the usefulness of CCTV images. 

In conclusion, this study presents innovative ways to maintain tension between user personal 

information protection and video monitoring technology and video surveillance technology. Our research 

results are applied in real CCTV environment, and expectations that recognize personal information 

protection and video monitoring of personal information protection. In future research, we will improve 

this way to improve this method and expand this method. 
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