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Abstract 

In this paper, we discuss the design and implementation of a recommendation platform actually built in 

the field. We survey deep learning-based recommendation models that are effective in reflecting individual 

user characteristics. The recently proposed RNN-based sequential recommendation models reflect individual 

user characteristics well. The recommendation platform we proposed has an architecture that can collect, 

store, and process big data from a company's commercial services. Our recommendation platform provides 

service providers with intuitive tools to evaluate and apply timely optimized recommendation models. In the 

model evaluation we performed, RNN-based sequential recommendation models showed high scores.  
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1. Introduction 

As AI technology has recently developed, companies are making efforts to improve customer satisfaction 

with services by providing personalized recommendation lists based on customer data. Before the era of AI 

technology, service providers provided recommendation services through technologies such as popularity 

models and machine learning-based collaboration models [1]. In this case, the items recommended to the 

user are provided from the same recommendation list created by the service provider, rather than a 

recommendation list that reflects the individual's characteristics. 

Recently, the recommendation algorithm is applying personal characteristic data based on customer usage 

history to deep learning to recommend personally optimized content, and each business provider uses an AI 

deep learning model that can reflect the characteristics of the service and individual preferences. In this paper, 

we aim to design and implement a commercial service platform based on AI deep learning technology that 

can easily learn with the latest recommendation model based on existing customer big data. The structure of 

the paper is to examine the characteristics of representative recommendation models in Section 2, and to 

design the recommendation model learning procedure and system architecture in Section 3. Section 4 

introduces a case of evaluating the model and applying the model using a customer dataset in an actually 

implemented system.   
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2. Recommendation Models  

In the case of a recommendation model, when the amount of data is small, commonly known collaborative 

filters or Item2Vec are used, and when data accumulates, a deep learning-based model is used, which is 

advantageous for personalization [2]. 

As deep learning language models have gradually developed, sequential recommendation models have 

also developed along with them. LSTM emerged to solve the popularity of RNN and its essential problem, 

the long-term dependency problem, and sequential recommendation models such as GRU4Rec and 

BERT4Rec have also been developed. Additionally, GPT4Rec which introduces a generative language 

model for recommendation, is also worth noting [3].  

 

◼ GRU4Rec. It is one of the variants of LSTM, and is a model with fewer parameters and fewer calculations 

because there is no separate Cell State and Output Gate. It consists of two gates: Reset Gate and Update Gate. 

It is a much lighter model with no clear performance difference from LSTM. It is an RNN series and has 

good performance in continuous data processing. This model predicts the next item based on the user’s 

session data [4]. 

◼ Bert4Rec. In the case of GRU4Rec, an RNN-based sequential recommendation model, unidirectional 

recommendation models that only considered the user's previous behavior patterns were mainly used. 

However, in the case of this one-way recommendation model, performance may be limited because the 

model is learned only with information about items the user has purchased in the past. BERT4Rec started 

with the idea of understanding the user's sequence data by learning context from both sides through a 

two-way mechanism. The BERT4Rec model consists of Embedding Layer, Transformer Layer, and Output 

Layer as shown in Figure 1. In order to learn the model bidirectionally, like BERT's learning method, a 

masked token for the user's action sequence is used to identify information from before and after information 

[5]. 

◼ GPT4Rec. GPT4Rec is a generative framework for interpreting user preferences and providing personalized 

recommendations. GPT4Rec first generates a virtual search query through a generative model. The 

generative model includes items viewed by the user as input, and items for recommendation are obtained 

through queries generated using a search engine. GPT4Rec is said to create a user interests representation 

with diversity and granularity through this process and improve the diversity and relevance of 

recommendation results [6]. 

 

 

Figure 1. BERT4Rec Model Architecture 
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3. Design  

The core component required for the system is to implement a series of procedures related to the creation 

and application of recommendation models as service components. In this Section, we introduce the process 

of learning recommendation models and design a recommendation platform architecture that can 

accommodate big data.  

 

3.1 Recommendation Model Learning Procedure 

 

Learning of the recommendation model can be used in the recommendation model based on the usage 

history and customer information data of each service customer. Recommendation model learning analyzes 

data features, learns by reflecting the characteristic data in the model, and provides optimized results by 

tuning the hyper-parameters of the model based on the verification results of the learning model. Figure 2 

shows the procedure for learning recommendation models. The creation of learning models is divided into 

two steps: data feature analysis and model training and tuning. The data feature analysis stage consists of raw 

data extraction, EDA (Exploratory Data Analysis), and feature selection. In the model training and tuning 

stage, learning and tuning are repeated to verify and deploy the optimal model 

 

 

Figure 2. Recommendation Model Learning Procedure 

 

3.2 AI Recommendation Platform Architecture  

 

The architecture of this system was designed to support various commercial services in the real world. The 

platform configuration can provide recommendation models to each commercial service through the legacy 

data area, collection area, storage/processing, and service provider IF. Each area has a structure that allows 
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services, models, and I/F to be flexibly expanded. Figure 3 shows the architecture of the AI recommendation 

platform. 

 

 

Figure 3. AI Recommendation Platform Architecture 

 

4. Implementation : Evaluate and Deploy Recommendation Models 

The system we propose is a dynamic system that can evaluate models according to changes such as data 

accumulation and apply the most advantageous model. It provides users with tools to evaluate and apply 

models optimized for service situations. For example, at the beginning of the service, a well-known model is 

adopted and operated, but when data accumulates and a personalized recommendation model becomes 

available, the model is evaluated based on user data and the results are reported. Service providers can select 

and apply the optimal model based on the results.  

Table 1 and Figure 4 show the results of extracting, processing, and evaluating the company's actual 

commercial service purchase list data for three months. Four evaluation indicators were applied: Precision, 

Recall, Coverage, and F1 Score, and Bert4Rec showed the best results. 

 

Table 1. Recommendation Model Evaluation Results 

Model Precision Recall Coverage F1 Score 

GUR4Rec 0.13 0.30 0.11 0.18 

Bert4Rec 0.27 0.60 0.09 0.36 

GPT4Rec 0.21 0.40 0.07 0.26 
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Figure 4. Comparison Graph of Recommendation Model Evaluation Results 

 

Service providers can apply the optimal model with the evaluation results. Figure 5 is an example of a web 

service that service providers can provide by selecting an AI recommendation model.  

 

 

Figure 5. Service Provider’s Recommendation Model Selection Interface 

 

4. Conclusion  

To apply the optimal commercial service recommendation model, we designed and implemented a 

component that can generate and evaluate a recommendation model. The AI recommendation platform has a 

legacy data area, collection area, storage/processing, and service provider I/F area, and each area has a 

structure that allows for easy and flexible addition of services, models, and I/F. Additionally, this system can 

provide service providers with the optimal model according to the service point through intuitive UX.  
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