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Abstract

Trajectory prediction is an essential element for driving autonomous vehicles, and various trajectory prediction models have

emerged with the development of deep learning technology. Convolutional neural network (CNN) is the most commonly used

neural network architecture for extracting the features of visual images, and the latest models exhibit high performances. This

study was conducted to identify an efficient CNN backbone model among the components of deep learning models for trajectory

prediction. We changed the existing CNN backbone network of  multiple-trajectory prediction models used as feature extractors

to various state-of-the-art CNN models. The experiment was conducted using nuScenes, which is a dataset used for the

development of autonomous vehicles. The results of each model were compared using frequently used evaluation metrics for

trajectory prediction. Analyzing the impact of the backbone can improve the performance of the trajectory prediction task.

Investigating the influence of the backbone on multiple deep learning models can be a future challenge.

Index Terms: Autonomous Driving, CNN, Deep Learning, Trajectory Prediction

I. INTRODUCTION

Trajectory prediction has become an increasingly critical

task owing to rapid advancements in the research and develop-

ment of autonomous vehicles. With the development of deep

learning technologies, various models are continuously being

developed for predicting the paths of autonomous vehicles.

Existing models for path prediction perform future predic-

tions based on an agent's previous displacement or state val-

ues, such as in terms of velocity and acceleration. However,

recent models are increasing their real-world potential by

reflecting complex elements such as interactions with periph-

eral agents and surrounding situations. Owing to the develop-

ment of various high-precision sensors such as LiDAR and

radars, as well as the continuous emergence of large datasets

for autonomous vehicles, models with more sophisticated

methods and advanced performances are expected to be devel-

oped [1]. Depending on the type of input and output, type of

deep learning model, response of the surroundings, and num-

ber of trajectories to be predicted, several types of deep learn-

ing-based trajectory prediction models have emerged, each

model with advantages and disadvantages.

When considering the structure of complex elements and

various models, a  convolutional neural network (CNN) is a

neural network structure commonly used for the feature

extraction of image data from surrounding situations. CNN

models are known to have superior performances. In addition,

CNN have been used as backbone models for deep learning-

based path prediction models [2, 3]. This study aimed to find

an efficient CNN backbone to improve the performance of a

trajectory prediction model.

We address the existing research on trajectory prediction
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Effects of CNN Backbone on Trajectory Prediction Models for Autonomous Vehicle
methods based on nuScenes, which is a dataset for autono-

mous vehicle development, and Multiple-Trajectory Prediction

(MTP) models, which are a type of deep learning-based multi-

mode trajectory prediction models. As shown in Fig. 1, we

used a rasterized bird’s eye view (BEV) image from the nuS-

cenes dataset as input. We observed performance changes

when changing MobileNetV2, which is a backbone model

used for feature extraction in the MTP model, to other state-

of-the-art performing CNN models:ResNet18, ResNet50, Res-

NeXt50, and WideResNet50.

II. BACKGROUND

A. MTP Model

An MTP is a model used in deep learning-based autono-

mous driving. A rasterized BEV image and the current state of

the agent vehicle (speed, acceleration, and direction change

rate) are used as input. The vehicle coordinates and probabili-

ties of H seconds for multiple M modes are the output [4].

The image input in the form of a rasterized BEV enables us to

consider the impact of the interaction between the autonomous

vehicle and the surrounding environment; however, it limits

the vehicle's cognitive module performance [5]. Fig. 1 shows

the shape of the input image. The final loss function used in

the model is given by (1):

(1)

where α is a hyperparameter that balances two losses, and Ip is

a binary index function that returns a value of zero or one,

depending on condition p. The single-mode loss function L is

given by (2). This is the average displacement error of an

autonomous vehicle; τij denotes an actual trajectory, and imj

denotes a trajectory predicted in the mth mode.

(2)

In addition,  is a classification cross-entropy loss

function, as given by (3).

(3)

In addition, the model trains the CNN parameter θ to mini-

mize the loss over the training data, as shown in (4).

(4)

B. Networks

The backbone models used in this study are as follows.

1) ResNet

ResNet can employ up to 152 layers networks by learning a

residual representation function. It uses skip or shortcut con-

nections to pass the input from a previous layer to the next,

allowing deep neural networks to be constructed [6].

2) ResNeXt

ResNeXt is a model that introduces the concept of cardinal-

ity used in inception to the ResNet architecture. It is character-

ized by the addition of a split-transform-merge, which splits

the convolution operations, obtains different weights, and then

merges them [7].

3) WideResNet

This model increases the area and depth of ResNet. The

dimming feature-reuse problem was solved by increasing the

areas of the two types of residual blocks and applying a drop-

out between the convolutional layers within the residual block.

This significantly increases the learning speed and perfor-

mance of the 16-layer model [8,9].

4) MobileNetV2

MobileNetV2 was designed for use in environments with

less computational power than personal computers, such as

mobile and embedded devices. MobileNetV2 is recognized for

its light weight, low number of parameters, and high accuracy.

A modified depthwise separable convolution, a concept intro-

duced in MobileNetV1, is also used. The main feature of

MobileNetV2 is the inverted residual block concept, which is

differs from the residual structure used in ResNet [10].
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Fig. 1. Rasterized bird’s eye view input image.
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III. METHODS

A. Model and Experiments

In this study, trajectory prediction was performed using

deep learning-based models that perform feature extraction

based on a CNN backbone.

Fig. 2 shows the overall structure of the corresponding

model for the trajectory prediction. The model receives the

rasterized image, speed of the agent, and state of the direction

change rate as input. The feature values extracted from the

corresponding image through the CNN-based model are com-

bined with the state vector values to pass through the neural

network and then predict the trajectory information (x and y

coordinates) and probabilities of autonomous vehicles for

future N seconds and M modes. The results were compared

with those of structures employing different backbone models.

We designed the experiments for predicting the trajectory of

two modes (M=2) for the next 6 s (N=6). As the image data of

the nuScenes dataset were configured at 2 Hz, the output con-

sisted of 50 values. In addition, the state vector, given as

another input, includes the velocity, acceleration, and heading

change rates of the agent.

The model was implemented in PyTorch using the nuScenes

software development kit [11]. For the MTP model, we set the

hyperparameter regression loss weight to 1 and angle thresh-

old to 5. In addition, we set the epoch to 10 and batch size to

4. We trained the model with the Adam optimizer and set the

learning rate to 0.0001 [12].

B. Dataset

The Motional team developed the nuScenes dataset as a

large-scale public dataset for autonomous driving applications.

This dataset was collected using six cameras in addition to one

LiDAR, five radar, GPS, and IMU (Inertial Measurement

Unit) sensors. Scenes of 20 s were manually selected to show

a diverse and interesting set of driving maneuvers, traffic situ-

ations, and unexpected behaviors [13].

We used the nuScenes dataset for the model training. We

split the dataset into a mini-training set and a mini-validation

set. Because nuScenes does not provide public annotations for

a test set, we used a subset of the validation set as a mini-test

set. The mini-training, mini-validation, and mini-test sets had

a scene ratio of 8:2:2 and contained 742, 61, and 71 observa-

tions, respectively.

C. Metrics

To evaluate and compare the performances, we used the fol-

lowing metrics. These are often used in trajectory prediction

tasks.

1) minADEK

The minimum average displacement error (ADE) is the

average of the L2 distances at the points between the predicted

trajectory and measured data. This is the calculated value of

the k most likely predictions, which is generally unacceptable.

2) minFDEK

The minimum final displacement error (FDE) is the L2 dis-

tance between the final point of the prediction and the refer-

ence point. This implies that the minimum FDE is obtained

for the most likely prediction k and average value for all

agents.

3) MissRate@2mK

The miss rate at 2 m over k defines a prediction as a failure

if the maximum point-by-point L2 distance between the pre-

diction and survey data is greater than 2 m. In addition, for

each agent, the k most likely predictions are used to evaluate

whether they are real. This is the ratio of the measurements of

all agents.

D. Experimental Environment

Table 1 details the experimental environment used in this

study.

IV. RESULTS

Table 2 lists the indicators of the prediction results for dif-

ferent backbones that the CNN model used for feature

extraction.

Fig. 2. Overall trajectory prediction process used in MTP.

Table 1. Experimental environment

OS CPU RAM GPU

Windows 10
Intel ® Core™ 

i7-7700
32.0 GB

NVIDIA GeForce 

GTX 1060 6GB
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A. Quantitative results

The minFDE1 metric exhibited the best results for Mobile-

NetV2 (10.1748), followed by ResNet18 and ResNet50 with

values of 11.9768 and 13.3336, respectively. The model that

achieved the best values for minFDE5 and minFDE10 was

MobileNetV2, with a value of 7.6100. ResNet50 and ResNet18

followed MobileNetV2 with values of 11.0664 and 11.1553,

respectively. The other models exhibited the same values for

minFDE5 and minFDE10. For the minFDEK metrics, Mobile-

NetV2 exhibited the best performance at 5.2987, followed by

ResNet18 and ResNet50 at 5.6793 and 6.5413, respectively.

ResNeXt50 exhibited the worst performance in terms of the

minFDEK and minADEK. For minFDE5, ResNeXt50 achieved

15.4996, which is 2.04 times the value of MobileNetV2 and

1.39 times that of ResNet18 (11.1553). WideResNet50 exhib-

ited the worst performance after ResNext50 for both minFDEK

and minADEK. In terms of the minFDE5, it scored 1.57 times

that of MobileNetV2, and for minADE5, it scored 1.64 times

that of MobileNetV2. 

For the Miss Rate @ 2m and OffRoadRate metrics, almost

all results were derived similar for all models. Therefore, a

meaningful analysis was difficult to conduct because the dif-

ferences in the results were relatively small.

The time measure refers to the time that the model required to

perform the trajectory prediction. The execution time was mea-

sured through ten experiments for each model, and Table II lists

the average execution times. ResNet18 and MobileNetV2

exhibited relatively short execution times. The execution times

of the remaining three models were similarly measured.

V. DISCUSSION AND CONCLUSIONS

This study aimed to determine an efficient CNN structure

among the feature extractors used in deep learning models for

multimode trajectory prediction in autonomous vehicles. To

this end, we changed MobileNetV2, which has been used as

the primary backbone model of the MTP model and is a tradi-

tional deep learning-based multimode trajectory prediction

model, to ResNet18, ResNet50, ResNeXt50, and WideRes-

Net50, which exhibit state-of-the-art performances. For the

experiments, we used the nuScenes dataset, which is an auton-

omous vehicle dataset. We compared the results in terms of

metrics commonly used in trajectory prediction tasks.

We used nuScenes dataset when training and testing the

deep learning models for real trajectory prediction tasks. How-

ever, while traditional state of the art models require training

and validation of the model with large amounts of data for a

fair comparison, we used mini-data to conduct our experi-

ments. This should be considered when discussing the results.

Nonetheless, analyzing the impact of the CNN backbone can

be useful for improving the performance of trajectory predic-

tion tasks. In addition, because the trajectory prediction of

autonomous vehicles is accomplished in real time, the tempo-

ral aspect of the model is an important factor. This measure

does not seem to have been reflected well thus far. In the

future, we plan to conduct experiments on models other than

MTP to make more general and meaningful observations on

the effects of the backbone, and we leave the temporal aspects

for future studies.
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