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Abstract

In this study, we formulated a method that evaluates Taekwondo Poomsae performance using a series of choreographed training

movements. Despite recent achievements in 3D human pose estimation (HPE) performance, the analysis of human actions

remains challenging. In particular, Taekwondo Poomsae action analysis is challenging owing to the absence of time

synchronization data and necessity to compare postures, rather than directly relying on joint locations owing to differences in

human shapes. To address these challenges, we first decomposed human joint representation into joint rotation (posture) and

limb length (body shape), then synchronized a comparison between test and reference pose sequences using DTW (dynamic time

warping), and finally compared pose angles for each joint. Experimental results demonstrate that our method successfully

synchronizes test action sequences with the reference sequence and reflects a considerable gap in performance between

practitioners and professionals. Thus, our method can detect incorrect poses and help practitioners improve accuracy, balance,

and speed of movement.

Index Terms: Taekwondo Poomsae, human action analysis, 3D computer vision, 3D HPE (human pose estimation), DTW

(Dynamic time warping)

I. INTRODUCTION

Human action analysis is essential in fields including med-

ical treatment, sports, security, and human behavioral science

[1]. In this study, we developed a computer-vision-based

method for evaluating the Taekwondo Poomsae performance

of practitioners using human action analysis. Taekwondo is a

traditional Korean martial art, and Taekwondo Poomsae is a

series of choreographed movements that simulate various

combat situations against imaginary opponents. As a crucial

aspect of Taekwondo training, Poomsae is usually judged

according to factors such as accuracy, power, speed, and flu-

idity of movements.

With advances in IT technology, such as computer vision

and machine learning, human action evaluation methods

have become studied in applications such as dance and con-

ducting [2,3,11]. However, the evaluation of Taekwondo

Poomsae poses unique challenges: there is no reference tim-

ing information, and poses must be compared between dis-

tinct people.

The first important step in human action analysis is to

accurately estimate human poses in 2D or 3D space. Many

studies have been conducted on human pose estimation

(HPE) methods [1], including monocular-[4,5,6] and multi-

camera-based [7,8,9] methods. In the present study, we used

TCMR [6] because multi-view video data is very scarce for

Taekwondo Poomsae. However, because our pose sequence

evaluation method is independent of HPE, it yields better

performance when used in conjunction with highly accurate

3D HPE methods.

Because human poses are often represented by lists of

joints, it is natural to compare poses by directly comparing
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corresponding joint positions using metrics such as the mean

per-joint position error (MPJPE), Procrustes-aligned MPJPE

(PA-MPJPE), and percentage of correct keypoints (PCK).

However, these metrics cannot be used to compare the poses

of different people, owing to variations in limb lengths.

Instead, it is better to compare persons with different shapes

solely using joint rotations. In [2] the human torso was rep-

resented as a 22-dimensional feature composed of a six-

dimensional torso feature, an eight-dimensional first-degree

feature, and an eight-dimensional second-degree feature. In

the present study, inspired by rigged models and the BioVi-

sion Hierarchy format [10], we decomposed a human joint

representation into pose vectors (joint rotations) and limb

offset/length vectors (body shape). Because the resulting

pose vectors are shape-independent, they can be used to

compare the poses of differently shaped persons.

Relying on this pose vector difference measure, we syn-

chronized the test (practitioner) pose sequence to the refer-

ence (professional) pose sequence using dynamic time

warping (DTW). Our approach involves synchronizing test

action sequences with reference sequences, allowing us to

identify performance gaps between professionals and practi-

tioners. Furthermore, our method can identify incorrectly

posed joints and action speeds, and can be deployed along-

side accurate 3D HPE methods to enhance the balance, coor-

dination, and overall performance of practitioners. We used

3D motion-captured action sequences of the Poomsae world

champion [12] as a reference to obtain 3D pose sequences of

professionals and practitioners using state-of-the-art monoc-

ular 3D human pose estimation and temporal consistent

model recovery (TCMR) [6].

The remainder of the paper is organized as follows. Sec-

tion 2 presents the decomposition method of joints into

poses and limbs, the comparison metric, and the DTW-based

synchronization method. We present the experimental results

using Taekwondo pose sequences in Section 3, and conclude

the paper in Section 4.

II. SYSTEM MODEL AND METHODS

A. Decomposition of Human Pose Joints

The joint representation of a 3D human pose is defined as

a list of 3D positions of predefined joints:

Joints: , (1)

where N is the number of joints and j is the index for each

joint. The human joint hierarchy tree is a way to organize the

joints in the human body to determine the body’s overall

posture and movement. The pelvis is typically designated as

the root joint, and the connected joints are defined as three

structures. The hips and spine are child nodes of the pelvis,

followed by the shoulders, elbows, knees, ankles, and wrists.

Finally, there are the “end-effector” joints, which include the

hands and feet. Expressing our method in Python-style syn-

tax, the joint tree is defined as a 1D list denoted as P, where

the value P[j] is the parent joint index j.

The proposed decomposition method of the human joint

representation into joint rotations (posture) and limb lengths

(body shape) is defined as the function F:



× , (2)

using limb lengths, whereas the BVH format uses 3D offsets

for the rest of the poses of each joint. The default resting

limb position can be represented as (0, 0, ), that is, an offset

point along the local z-axis in the BVH style. This decompo-

sition is computed using Algorithm 1. The rotation – that is,

the pose for joint j around joint parent_j – is defined from

three joint positions: J[j], J[parent_j], and J[grandparent_j].

However, this rotation is dependent on the parent joints,

making it difficult to compare poses between the joint sets of

two persons. To address this problem, we defined the local

pose. The local rotation or pose of joint j is defined in the

local coordinate frame of its parent joint parent_j.

We also formulated a pose-to-joint reconstruction method

F−1 to reconstruct the original joints, as shown in Algorithm

2. We did not use this reconstruction method to evaluate the

Taekwondo Poomsae pose sequences.



× , (3)

Jji R
3
:j 0  N 1– = 

F: Jj R
3
:j 0  N 1– =  Posej R

3
:j 0  N 1– = 

Lj R:j 0  N 1– = 

F
1–
: Posej R

3
:j 0  N 1– =  Lj R:j 0  N 1– = 

Jj R
3
:j 0  N 1– = 

Algorithm 1: Decomposition

Input: joints position J(N, 3), parents list P

Output: local poses Pose, limbs length L

Pose[0, :] = J[0, :]

rotmat = cv2.Rodrigues(Pose[0, :])[0]

for j in range(1, N): 

p_j= P[j]

g_j= P[p_j] if p_j >= 0 else -1

cur_vec = J[j] - J[p_j]

prev_vec = J[p_j] - J[g_j] if g_j>= 0 else J[0, :]

L[j, 2] = np.linalg.norm(cur_vec)

angle = arccos((cur_vec * pre_vec)/( np.linalg.norm

(cur_vec) * np.linalg.norm (pre_vec))

axis = (cur_vec x pre_vec)/ np.linalg.norm (cur_vec x

pre_vec)

axis_angle= angle * axis

Pose[j, :] = rotmat * cv2.Rodrigues(axis_angle)[0]
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Fig. 1 verifies the results of our method, showing that the

reconstructed joints are identical to the original joints, and

the same pose list is obtained for a differently shaped person

in the same posture. Table 1 lists quantitative results corre-

sponding to Fig. 1.

B. Pose Comparison Measure

Because we decompose the joint information to extract the

posture, we can compare the poses of two persons irrespec-

tive of their shapes. We found that the distance between

Rodrigues vectors – that is, axis-angle vectors – is an effec-

tive metric for human pose comparison. To compare all joint

rotations, we defined the following measure:

(4)

where v1,j and v2,j are axis-angle vectors at joint j of two per-

sons, and wj ( ) is the weight factor for joint j.

For simplicity, we used equal weights in our evaluation; i.e.,

.

C. Pose Sequence Matching Method

DTW is a widely used algorithm that compares two time

sequences at varying times and speeds. It calculates the opti-

mal alignment between two pose series by stretching or com-

pressing one of the series along the time axis to minimize

the distance between corresponding points in the two series.

The resulting alignment is used to measure the degree of

similarity between the two series. DTW has been applied in

a wide range of fields including speech recognition, hand-

writing recognition, music analysis, and bioinformatics [4].

In this study, we deployed the DTW algorithm to synchro-

Lp j 1=

N 1–
wj v1 j v

2 j–=

j 1=

N 1–
wj 1=

wj 1 N 1– =

Fig. 1. An example verifying the identity of reconstructed joints corresponding
to the same pose between two differently shaped persons: (a) original joints,
(b) reconstructed joints from poses and limb lengths.

Algorithm 2: Reconstruction

Input: local poses Pose(N, 3), limbs length L, parents list P

Output: joints position J

J[0, :] = Pose[0, :]

rotmat[0] = I(3)

for j in range(1, N)

 p_j = P[j]

 rotmat[j] = rotmat[j - 1] * cv2.Rodrigues(Pose[j])[0]

 J[j] = J[j-1] + rotmat[j] * L[j]

Table 1. Joint, pose, and limbs length values in Fig. 1

Joint ID Joint name
Joint locations

(meter)

Local poses

(radian)

Limb 

lengths

(meter)

0 Pelvis [0.6 0.9 1.0] [0.0 0.0 0.0] -

1 Hip (L) [0.5 1.0 0.9] [-1.9 -0.9 0.0] 0.1

2 Knee (L) [0.4 1.0 0.5] [-0.8 -0.6 0.0] 0.4

3 Ankle (L) [0.3 1.0 0.1] [0.0 -0.1 0.0 ] 0.4

4 Hip (R) [0.6 0.8 0.9] [2.0 0.8 0.0 ] 0.1

5 Knee (R) [0.7 0.8 0.5] [0.7 0.7 0.0 ] 0.4

6 Ankle (R) [0.8 0.8 0.1] [0.2 -0.2 -0.0 ] 0.4

7 Spine [0.6 0.9 1.2] [0.0 0.0 0.0 ] 0.2

8 Neck [0.5 0.9 1.5] [0.0 -0.1 0.0] 0.3

9 Neck1 [0.6 0.9 1.5] [-0.3 0.3 -0.0] 0.1

10 Head [0.6 0.9 1.6] [0.1 -0.1 0.0] 0.1

11 Shoulder (L) [0.4 1.  1.4] [-1.2 -1.4 -0.0] 0.2

12 Elbow (L) [0.2 1.  1.2] [ 0.2 -0.9 -0.0] 0.2

13 Wrist (L) [0.4 1.1 1.1] [-1.8 -0.5 -0.0] 0.3

14 Shoulder (R) [0.7 0.7 1.4] [1.6 0.9 0.0] 0.3

15 Elbow (R) [0.9 0.7 1.4] [-0.4 1.1 -0.0] 0.2

16 Wrist (R) [1.1 0.8 1.4] [-0.1 0.1 -0.0] 0.3
339 http://jicce.org
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nize a test pose sequence with a reference pose sequence.

We use r(t) to denote the frame index of the pose corre-

sponding to the test pose in frame t.

To implement DTW, we used Equation (4) to measure the

distance between test and reference poses as the cost func-

tion described in Algorithm 3, with lower values indicating

higher accuracy. The resulting matched poses were then ana-

lyzed to evaluate the effectiveness of the algorithm and

assess differences between each pair of joints in the match-

ing path.

III. RESULTS

A. Taekwondo Dataset

There are eight Taekwondo Poomsae forms, each of which

represents a different attack or defense technique. In this

study, we selected pose accuracy for computerized evalua-

tion.

For the reference pose sequence – that is, the ground truth

– we used the 3D Poomsae dataset [12] released in 2020 by

the Korea Cultural Information Service Agency (KCISA)

(see Fig. 2 for examples). Three-dimensional content for all

eight poses was generated by capturing the performance of

Taekwondo Poomsae competition winners from around the

world using motion capture technology, and then construct-

ing movements through modeling and rigging processes. We

obtained the joint list for each frame using the Blender soft-

ware.

For testing purposes, we used YouTube videos of tae-

kwondo professionals and practitioners performing Poomsae

(Fig. 3). To extract 3D joint positions from the videos, we

used the TCMR monocular 3D HPE [6], a state-of-the-art

algorithm that uses SMPL parameter estimation in a video

sequence with a combined CNN–RNN structure. The

reported accuracy of TCMR is very high in terms of PA-

MPJPE, with 41.1 mm for Human3.6m, 55.8 3DPW, and

62.8 mm for MPI-INF-3DHP. However, we found that

TCMR cannot correctly estimate certain unusual poses in

Fig. 2. KCISA Reference Sample Data [KCISA20]

Algorithm 3: DTW Pose sequence matching

Input: Target’s poses p_t(i), i=[1, n], reference’s poses

p_r(j), j=[1, m]

Output: Mean distance, matching path

#Distance matrix

for i in range(1, n) :

for j in range(1, m):

costmat[i-1, j-1]= Lp(p_t(i), p_r(j))

#Dynamic time warping

for i in range(1, n):

DTW[i, 0] = inf 

for j in range(1, m):

DTW[0, j] = inf

DTW[0, 0] = 0

for i in range(1, n):

for j in range(1, m):

DTW[i, j] = costmat[i-1, j-1] + min(DTW[i-1, j], 

DTW[i, j-1], DTW[i-1, j-1])

#Matching path

t = n – 1

r = m - 1

path= [(t, r)]

while t >= 0 and r >= 0:

min_at = min(DTW[t-1, r], DTW[t, r-1], DTW[t-1, r-1];

if min_at = 0

t -=1;

if min_at = 1

r -=1;

if min_at = 0

r -=1, t -=1;

 if t < 0 or r < 0:

break

else:

path.insert(0, (t, r));

#Mean distance

for t, r in path:

distances.append(costmat[t, r])

meandist = average(distances)
https://doi.org/10.56977/jicce.2023.21.4.337 340
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Taekwondo, such as high kicks and back-side views. Never-

theless, these poses did not dominate the sequences, and fail-

ures occurred only in specific joints.

The datasets and algorithms feature similar yet distinct

joint hierarchies. Specifically, TCMR provides 49 outputs,

including the 24 joints constituting the skin and an additional

25 joints inferred from skin position. In contrast, the refer-

ence animation encompasses 69 joints including fingers.

Because no clear definition of joint locations was provided,

we examined all joint locations, and selected the 17 joints

(H36m) that are crucial for Taekwondo pose evaluation and

considered almost identical in the reference and test data.

To determine the positions of the left and right hips, we

inferred the midpoints between their corresponding pairs. In

addition, we computed the pelvis and neck as midpoints

between the hips and shoulders, respectively (Fig. 4, Table

2). However, owing to the mismatch between the locations

of the nose, head, and neck joints between the TCMR and

reference data, we excluded these joints from the cost mea-

surements. A joint local regression is required to compare

more joints.

B. Results

Fig. 5 depicts four prototypical instances of pose compari-

sons between the reference FBX and TCMR SMPL outputs,

demonstrating that the proposed approach successfully

detects specific differences in joint poses. Notably, the poses

in Fig. 5(a), which are nearly identical, yield a mean pose

error of 0.12. The poses in (b), (c), and (d) produced errors

of 0.51, 0.60, and 0.27, respectively. The postures of the

right and left legs in (b) differ significantly, and the postures

of the left hand and both legs in (c) are also divergent.

Despite the relatively small error value in (d), the pose error

at joint 12 (left wrist) exceeds those of all other joints with a

numerical value of 1.03 (Table 3).

Upon validating our pose comparison measures, we exam-

ined the performance of DTW synchronization. Fig. 6 pres-

ents a plot of matching frames between the synchronized

sequences, and Fig. 7 shows human pose images across the

sampled synchronized frames.

Fig. 3. Sample pose images from YouTube, including two professionals (a)
and two practitioners (b)

Fig. 4. Joint definitions: SMPL (left), H36m-17 (center), and FBX (right)

Table 2. Joint definitions: left SMPL, right FBX, center H36m-17

Joint name TCMR H36m Reference

pelvis
midpoint of lhip 

and rhip
0 midpoint of 1 and 2

lhip, rhip
midpoint of 12 and 

28, 9 and 27
1, 4 1, 2

lknee, rknee 13, 10 2, 5 4, 5

lankle, rankle 14, 11 3, 6 7, 8

spine, neck
41,

midpoint of 5 and 2
7, 8

6,

midpoint of 16 and 17

head, headtop 42, 43 9, 10 24, 15

lshoulder,

rshoulder
5, 2 11, 14 16, 17

lelbow, relbow 6, 3 12, 15 18, 19

lwrist, rwrist 7, 4 13, 16 20, 21
341 http://jicce.org
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Fig. 6. Sequence synchronization (red line) between the reference (Ref)
and target (Tgt) 

Fig 7. Two validating showcases of proposed pose sequence
synchronization (at frame numbers (566, 450) on (a) and (1085, 993) on (b),

where the left side is the reference and the right side is the target)

Fig. 5. Sample pose comparison examples

Table 3. Distance between joints of corresponding pose pairs

Joint ID Fig. a Fig. b Fig. c Fig. d

1 0.08 0.29 0.33 0.32

2 0.10 0.62 0.68 0.21

3 0.04 0.69 0.27 0.21

4 0.08 0.28 0.35 0.37

5 0.30 0.38 0.36 0.10

6 0.01 0.18 0.26 0.10

7 0.06 0.13 0.06 0.30

11 0.08 0.42 0.52 0.12

12 0.08 0.08 1.48 1.03

13 0.37 0.83 2.21 0.69

14 0.08 0.43 0.55 0.13

15 0.02 1.20 0.32 0.09

16 0.34 2.21 0.76 0.38
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Following synchronization, the pose accuracies of the test

videos were measured against reference pose sequences.

Table 4 lists the overall pose accuracy results for Poomsae

No.1 (Taegeuk 1, Jang), showing that the mean pose errors

of professionals are smaller than those of practitioners,

which correlates with the visual examination performed by

Taekwondo experts. Fig. 8. depicts an example of score vari-

ation over time, demonstrating that our method effectively

compares poses between professionals and practitioners. In

Frame 430, the practitioner executed the Poomsae action

correctly; however, in Frame 570, a mistake in the pose was

made (see Fig. 9).

C. Discussion and Limitations

Although our method has shown promise in discriminating

between professional and practical Poomsae performance,

several aspects require further improvement for practical use.

First, the accuracy of 3D HPE is crucial for future applica-

tions of our method. However, as shown in Fig. 10(a), the

state-of-the-art monocular 3D HPE method often fails to

approximate joint positions, especially for several unusual

poses such as high kicks. In addition, as shown in Fig. 10(b),

the estimation of the hands can be inaccurate in the back-

side view owing to occlusion. A multi-camera method [1]

must be deployed to overcome these inherent limitations.

Despite these inaccuracies in pose estimation for many

frames, our synchronization method matched the sequence

sufficiently well to evaluate other frames.

Another issue is the potential mismatch between joint

locations in the two models. Unfortunately, we could not

obtain the definitions of all joints in the reference models;

instead, we selected 17 joints that were visually similar and

Fig. 9. Correct (a) and incorrect (b) action examples.

Fig. 10. Limitations of state-of-the-art 3D HPE method (a): unusual high
kick pose, (b): occlusion from back-side view

Fig. 8. Temporal stacked errors of poses

Table 4. Mean, minimum, and maximum cost values in performance

between professionals (Pro) and practitioners (Prac), measured using our
method

Reference Target Mean Cost Min Cost Max Cost

FBX Pro_1 0.39 0.13 0.80

FBX Pro_2 0.39 0.11 0.84

FBX Prac_1 0.60 0.18 2.06

FBX Prac_2 0.56 0.13 2.07
343 http://jicce.org
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shared the same joint names between the reference and

TCMR models, and performed a simple regression. When

joint definitions are available, a regression method can be

applied from the TCMR joints to the reference joint loca-

tions. To examine differences between the joint definitions,

we compared poses (TCMR joints) between professionals,

with results listed in Table 5. The average costs were

reduced by approximately 50% – from 0.4 to 0.2 – indicating

that accuracy can be improved considerably when the joint

definitions are matched. Specifically, joints 12 and 15,

located in the upper part of the body, exhibited significant

differences between the reference and TCMR models (Table 6).

IV. CONCLUSIONS

In this study, we designed an evaluation method to assess

the performance of Taekwondo Poomsae practitioners. Our

method addresses several challenges that arise when compar-

ing martial art poses, including the lack of synchronization

information and differences between human body shapes.

We obtained shape-invariant pose measures and demon-

strated that DTW matching can effectively synchronize pose

sequences. The experimental results showcase the effective-

ness of our method, highlighting its potential for supporting

the development of Taekwondo Poomsae practitioners and

enhancing their overall performance. Finally, it is important

to note that an accurate 3D HPE is critical to our approach,

and existing state-of-the-art monocular HPE techniques must

be improved. Future studies should explore more advanced

algorithms for pose synchronization and develop more robust

3D HPE methods for challenging scenarios.
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Reference Target Mean Cost Min Cost Max Cost

FBX Pro_1 0.38 0.13 0.80

FBX Pro_2 0.39 0.11 0.84

Pro_1 Pro_2 0.21 0.05 0.91

Table 6. Comparison between reference and TCMR models at initial
(attention) pose

Joint ID FBX vs. Pro_1 Pro_1 vs. Pro_2

1 0.06 0.13

2 0.07 0.01

3 0.10 0.07

4 0.06 0.13

5 0.28 0.22

6 0.03 0.05

7 0.04 0.07

11 0.03 0.22

12 0.59 0.08

13 0.22 0.05

14 0.04 0.22

15 0.56 0.27

16 0.26 0.10
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