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Abstract

Micro ribonucleic acids (miRNAs) can regulate the protein expression levels of genes in the human body and have recently been
reported to be closely related to the cause of disease. Determining the genes related to miRNAs will aid in understanding the
mechanisms underlying complex miRNAs. However, the identification of miRNA-related genes through wet experiments (in
vivo, traditional methods are time- and cost-consuming). To overcome these problems, recent studies have investigated the
prediction of miRNA relevance using deep learning models. This study presents a method for predicting the relationships
between miRNAs and genes. First, we reconstruct a negative dataset using the proposed method. We then extracted the feature
using an autoencoder, after which the feature vector was concatenated with the original data. Thereafter, the concatenated data
were used to train a long short-term memory model. Our model exhibited an area under the curve of 0.9609, outperforming

previously reported models trained using the same dataset.

Index Terms: Deep Learning, miRNA, Gene, Association prediction, Genomics

I. INTRODUCTION

The genetic information of deoxy ribonucleic acid (DNA)
comprises RNA, and genes are expressed by synthesizing
proteins. Most diseases are caused by abnormal production
and overexpression of related proteins. MicroRNAs (miR-
NAs) are crucial in regulating the expression of genes as
proteins in the human body. MicroRNAs (miRNAs) are sin-
gle-stranded RNA (small-RNA) consisting of 21-25 nucleo-
tides. It regulates cell proliferation, differentiation, and death
by decomposing messenger RNA (mRNA), a template for
synthesizing proteins that drive life phenomena. This implies
that it can block the production of disease-causing proteins.
Moreover, recent studies have reported a close relationship
between miRNAs and the causes of diseases; accordingly,
miRNAs have been actively investigated in the fields of
biology and pharmaceuticals [1].

Research into miRNA-related genes is vital for understand-
ing the complex roles and mechanisms of miRNAs in gene
regulation. Furthermore, identifying miRNA-related genes can
significantly contribute to the prediction of miRNA-related
diseases and the potential of miRNAs for disease treatment. In
addition, it can contribute to research on developing drugs
related to miRNAs and control the degree of miRNA activity
[2].

The identification of miRNA-related genes using tradi-
tional biopharmaceutical experiments is time- and cost-con-
suming owing to the difficulties associated with obtaining
miRNAs and their complex relationships. Therefore, as an
alternative to direct experiments, computational methods
have been employed to predict the relationship between
miRNAs and genes using models.

Accordingly, this study employed a deep learning model to
predict the relationships between miRNAs and genes.
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The contributions of this study are as follows:

- We adjust the negative label with an adjusted threshold
by examining the negative data distribution.

- We extract the feature vector of the data using an auto-
encoder and concatenate the vector with the original
data, thereby enhancing the prediction performance of
the model.

- We developed an miRNA-gene association prediction
LSTM model with outstanding performance using con-
catenated data as input data.

The remainder of this paper is organized as follows. Sec-
tion 2 presents the related studies on association prediction
methods. Section 3 describes the proposed association pre-
diction method. In Section 4, we present our dataset and
results. Finally, the conclusions are presented in Section 5
and directions for future research are outlined.

Decoder

Encoder

Latent
Vector

\ |
\‘A\v '/A.!'/L
D PO 6904 N
e Nl
/4 A\

miRNA Gene —(

(a) Label adjustment

(b)Feature extraction

® ® ®
o1
7 ey LSTM *_T_pf—:[: s |
P S——

© ) ©

(d) Association prediction

miRNA Gene

(¢) Concatenation

Fig. 1. Overall workflow of our proposed method. (a) Labeling was adjusted
by setting the threshold more precisely, and the label-adjusted data was input
into an autoencoder. (b) The feature of the data was extracted using the
autoencoder, and (c) the feature was concatenated with the original data. (d)
Prediction of the association by inputting the concatenated data into the
relevance prediction deep learning model.
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Fig. 2. Example of miRNA and gene sequence composition and input data
vectorized by Word2Vec and Role2Vec
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Il. RELATED WORK

Several studies have been conducted to predict the correla-
tions between miRNAs, genes, and diseases. Most of these
studies relied on rule-based and machine learning methods.
However, these methods have inherent limitations, particu-
larly in the study of gene clusters. Owing to the complex
nature of data, researchers must individually designate fea-
tures [3].

To address these challenges, the deep learning approach
has emerged as a promising alternative for predicting gene-
domain relationships. One study used restricted Boltzmann
machines (RBMs) to predict miRNA-gene associations [4].
RBMs and hierarchical and energy-based models have been
pivotal in the realm of deep learning research. This study
incorporated the sequence data of miRNAs and genes with
frequency-based weights and made predictions based on
functional similarity. DeepMirTar[5] employs an autoen-
coder deep learning model to predict the association between
miRNAs and mRNAs. In this study, miRNA and mRNAs
sequences were subjected to one-hot encoding with negative
data randomly generated using the miRanda algorithm.
Additionally, research has been conducted using a combina-
tion of convolutional neural network (CNN) and Bi-recurrent
neural network (RNN) to forecast miRNA-gene associations
[6]. This involves embedding miRNAs and genes using one-
hot encoding and the random generation of negative data.
The CNN model was instrumental in extracting features, and
the predictions were based on the Bi- long short-term mem-
ory (LSTM) model. Furthermore, the application of MiRTDL
to a CNN as a classifier led to an impressive association pre-
diction accuracy of 89.88%[7]. Another notable example is
SG-LSTM]8], which utilizes LSTM to predict miRNA-gene
correlations, boasting an association prediction of area under
of curve (AUC) = 0.94.

Deep learning models, which are recognized for their
speed and enhanced computational performance compared to
traditional mathematical models, are gaining traction in the
gene association prediction domain. In line with this trend,
our study introduced a novel deep learning model dedicated
to predicting the relationships between miRNAs and genes.

lll. SYSTEM MODEL AND METHODS

In this section, we describe our proposed miRNA-gene
prediction method. Fig. 1 shows the overall workflow of this
study.

A. Label Adjustment

To train the association prediction deep learning model, a
labeled dataset is essential (1: positive/0: negative). Informa-
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tion on positive miRNA-gene association data (label: 1) was
obtained through various wet experiments [9]. Information
on negative miRNA-gene association data (label: 0) did not
exist in any wet experiments. This is because no absolute
criteria exist for identifying biologically unrelated miRNA
genes. However, in computational research, there is a good
method known as vectorization, which can suggest a crite-
rion in which there is no correlation if the distance between
the vectors is relatively long.

In this study, the SG-LSTM-core [8] data set. The positive
dataset refers to various open experimental results [9], whereas
the negative dataset is created based on data at a greater dis-
tance (less similar) than the corresponding threshold by des-
ignating the average distance of the positive data as a threshold.
The miRNA and gene data vectorized using Word2Vec and
Role2Vec were separated in the vector space (Fig. 2). We
found that the distance in the vector space is related to rele-
vance; therefore, unlike other related studies that set nega-
tive datasets as random pairs, we set as negative data sets
those data that are more distant than the average value of the
distance between pairs of positive datasets. In this process,
we used Euclidean distance and cosine similarity as the dis-
tance criteria. The Euclidean distance is most commonly
used to calculate the distance between two vectors, and the
cosine similarity is the degree of similarity between vectors
measured by the cosine of the angle between two vectors in
inner space. The miRNA-gene distance refers to the mea-
surement result of the Euclidean distance and cosine similar-
ity between the miRNA and gene by vectorizing the miRNA
and gene. This implies that accurate negative data can be
generated depending on the sophistication of the threshold.
Therefore, the threshold is crucial in the performance of
deep learning models. Therefore, we vectorized the data to
understand the distribution, after which it was adjusted to the
threshold that demonstrated the best performance.

B. Autoencoder

An autoencoder is a deep learning model consisting of an
encoder that compresses the features of the input data into a
z (feature) vector and a decoder that attempts to create the
same data as the input data through the z vector. The input
and output data of the autoencoder were of the same size,
and the loss function was the difference between the input
data and the data generated by the decoder. Therefore, the
performance of the autoencoder depends on the accuracy of
feature extraction from the input data. This indicates that an
autoencoder is a deep learning model that specializes in
extracting the features of the input data.

In this study, the encoder consists of three stacks of layers
and the decoder consists of three stacks of layers. The
miRNA-gene features were extracted using an autoencoder
(Fig. 3), after which they were concatenated into the original

https://doi.org/10.56977/jicce.2023.21.4.294

data to improve the performance of the association predic-
tion model.
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Fig. 3. structure of the autoencoder model used in this study. The
autoencoder consisted of an encoder, latent vector, and a decoder. The latent
vector of the autoencoder can be considered as a compressed feature of the
input data.

C. LSTM deep learning model

Probabilistic methods, such as the Gaussian maximum
likelihood model and hidden Markov model, have been
mainly used to predict sequential data classes. However,
these probabilistic methods cannot provide high-performance
predictions because of their inability to learn large amounts
of sequential data. However, deep learning models can han-
dle the problem of nonlinear dependency and learn large
amounts of sequential data. As shown in Fig. 2, the miRNAs
and genes were composed of the sequence data. The sequences
that constitute each feature represent important features.
Therefore, deep learning models that specialize in time-
series data, such as RNN, are well suited for this study
because they can understand the flow of sequences. An
RNN, a deep learning model optimized for sequential data
learning, can be used by sharing previous information; how-
ever, when the distance between the previous data and the
point using the data is long, the gradient gradually decreases,
and the learning ability is significantly reduced. Conse-
quently, the vanishing gradient problem occurs. This prob-
lem can be addressed using LSTM by adding (1) cell state
(CY) (Fig. 4) to the hidden state of the RNN. The update pro-
cess for the cell state is as follows: First, an elementary mul-
tiplication operation is performed on the previous cell state
value (Ct-1) and the output of the forget gate (ff), which
determines how much to forget. Thereafter, it is updated
with the current cell state value and the output of the input
gate, which determines the amount to memorize using an
elementary multiplication operation. In this study, an LSTM
deep learning model was developed to predict the relation-
ship between miRNAs and genes.

The number of LSTM layers (Fig. 2(c)) was set to three.
To predict the relationship between miRNAs and genes, pre-
viously concatenated data were used as inputs for the LSTM
model.
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Fig. 4. Cell state equation of the Long Short-Term Model (LSTM). Cell state
is the key to LSTM.
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Fig. 5. Green dots are negative samples near the threshold. The blue line
(3.23) is the original threshold and the red line (3.15) is our adjusted
threshold. The number of data between the blue and red lines is 193. We
deleted these data from our negative dataset. X axis indicates the Euclidean
distance between miRNA.

IV. Experiments

In this section, the dataset, experimental settings, and per-
formance of the proposed model are described.

A. Dataset and Adjustment

In this study, we utilized the SG-LSTM-core dataset con-
sisting of 31,080 gene-miRNA pairs (383 miRNAs and 318
genes). The dataset consisted of 15,540 pairs of relationships
validated using mirTarBase [9] and 15,540 generated nega-
tive samples. Every row of the dataset included 128 dimen-
sions of miRNA embedding and 128 dimensions of genes.
Each embedding merges the sequence and geometric fea-
tures. Additionally, a label of 1 or 0 was used to indicate
whether a pair of miRNA and gene was related.

MicroRNA-Gene Association Prediction Method using Deep Learning Models

We adjusted the threshold created by the average distance
(miRNA-gene) of the positive samples to obtain a more
sophisticated negative label by observing the distribution of
the data. The adjusted threshold is shown in Fig. 4.

Using this adjustment, 193 data points were deleted from
the negative set, further improving the prediction performance
of our model. We can infer that the deleted data can interfere
with the learning of the model because there was no signifi-
cant difference between the distance of the positive samples
and the vector distance. We assessed data distribution differ-
ences solely using Euclidean distance. Despite experimenting
with varying the threshold for cosine similarity distance, this
adjustment did not enhance model performance.

B. Experimental settings

All the experiments were conducted on an Intel(R)
Core(TM) i7-7700 CPU @ 3.60 GHz, 32 GB RAM, and
GeForce GTX 1080 Ti GPU.

Autoencoder. As previously mentioned, we input label-
adjusted data into our autoencoder to extract the data fea-
tures [10]. Subsequently, batch normalization was applied to
each layer of the encoder and decoder, and a Leaky Relu was
used as the activation function for each layer. The Adam
optimization function was used for optimization and the
mean squared error (MSE) was used for the loss function.
The epoch size was 200, and the batch size was 64. These
were the optimal parameters used in our experiments. The
ratio of the training data to the validation data was 8:2, and
the training loss and validation loss were 0.0029 and 0.0017,
respectively (Fig. 6).

The miRNA-gene features were extracted using a well-
trained autoencoder. The size of the extracted feature dimen-
sion was 16 and it was concatenated with the 256-dimen-
sional original data. Through several experiments, we confirmed
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Fig. 6. Train mean squared error (MSE) loss and test MSE loss of the
autoencoder (X_axis: epoch/ Y_axis: MSE loss).
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that a 16-dimensional feature vector is the best size for
improving the performance of our model. Thus, a total of
272 data dimensions were obtained.

LSTM. After concatenation, 30,658 272-dimensional data
were used as inputs to the LSTM model, and three LSTM
layer were designated as 3 [11]. For the loss function, cross-
entropy was used to calculate the degree of loss by converting
the predicted value to a value between 0 and 1. Cross-entropy
is primarily used for classification problems. The Adam opti-
mizer was used for optimization, which was characterized by
a lack of effect of gradient scaling on the step size during
training. The epoch size was 200 and the batch size was set to
128. The ratio of the training to test data was 8:2. The perfor-
mance of the proposed model was tested using a 5-fold cross
validation. Additionally, the LSTM model could predict the
association score between a gene and an miRNA.

C. Prediction Results

The performance of the model was expressed as AUC,
which best represents the performance of the deep learning
model. For the model validation test, five model perfor-
mance results (0.9484, 0.9609, 0.9586, 0.9494, and 0.9565)
were obtained through the 5-fold cross validation (Fig. 7).
The average value was 0.9548 and the best AUC was
0.9601. Fig. 8 shows the ROC curve of the results of the
proposed method. We also present additional performance

AUC- AUC- AUC- AUC- AUC- | Avg.
Model 1 Model2 Model3 Model4 Model 5| AUC

0.9565 0.9609 0.9494 0.9586 0.9484 | 0.9548

Fig. 7. Five-fold cross validation AUC results of our method.
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Fig. 8. ROC curve of the best result of our method (AUC = 0.9609).
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Fig. 9. Classification performance metrics for our model. (Precision, Recall,
Accuracy, F1-score, AUC)
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Fig. 10. Confusion matrix of Our model.

metrics, including precision, recall, accuracy, and F1-score,
as shown in Fig. 9. We present a confusion matrix to demon-
strate the classification performance of our model (Fig. 10).
The performance of a previously reported state-of-the-art
(SOTA) model for miRNA-gene association prediction [5] was
0.94 (best AUC) was lower than that of the proposed method.

V. DISCUSSION AND CONCLUSIONS

In this study, we adjusted the negative label through
sophisticated threshold adjustments and developed an auto-
encoder to extract features and an LSTM deep learning
model to predict the relationship between miRNAs and
genes. The proposed model exhibited better performance
(AUC =0.9609) than the previously reported SOTA model
(AUC = 0.94), confirming that our method exhibited the best
miRNA-gene association prediction performance. The good
performance of the proposed method can be attributed to
three main reasons. First, sophisticated negative labeling
provides data with accurate labels for deep learning models.
Second, the feature vector extracted by the autoencoder aids
in the association prediction performance of the proposed
model. Third, the LSTM model with high-quality labeling
and extracted features as inputs exhibited improved learning
performance. In future studies, we will generate a large
miRNA-gene dataset to predict a broader range of miRNA-
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gene relationships. In addition, we introduced different dis-
tance criteria to build a more sophisticated negative dataset.
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