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Diagnosing Reading Disorders based on Eye Movements 
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Abstract

Diagnosing reading disorders involves complex procedures to evaluate complex cognitive processes. For an accurate diagnosis,

a series of tests and evaluations by human experts are required. In this study, we propose a quantitative tool to diagnose reading

disorders based on natural reading behaviors using minimal human input. The eye movements of the third- and fourth-grade

students were recorded while they read a text at their own pace. Seven machine learning models were used to evaluate the gaze

patterns of the words in the presented text and classify the students as normal or having a reading disorder. The accuracy of the

machine learning-based diagnosis was measured using the diagnosis by human experts as the ground truth. The highest accuracy

of 0.8 was achieved by the support vector machine and random forest classifiers. This result demonstrated that machine learning-

based automated diagnosis could substitute for the traditional diagnosis of reading disorders and enable large-scale screening for

students at an early age.

Index Terms: Eye movements, Machine learning, Natural reading, Reading disorder

I. INTRODUCTION

A. Reading Disorder

Reading is one of the most important skills for acquiring

knowledge. Children shift from “learning to read” to “read-

ing to learn” in around the fourth grade [1]. Students with

poor literacy skills experience difficulties in acquiring new

knowledge [2]. However, a significant proportion of the

third- and fourth-grade students lagged because of poor read-

ing skills. According to the 2019 National Assessment of

Educational Progress report, 34% of the fourth graders per-

formed below the basic reading level (for example, identify-

ing main ideas and making simple inferences) in 2019 [3].

Diagnosing reading disorders (RDs) is challenging. This is

because reading involves complex interactions between mul-

tiple cognitive processes such as letter-sound correspon-

dence, phonological memory, word recognition, sentence

processing, and comprehension. A deficiency in any low-

level process can result in RDs [4,5]. For instance, deficien-

cies in lexicography and phonics can result in difficulties in

word identification and dyslexia [4,5]. Higher-level cogni-

tive processes, such as reading comprehension, are less

understood [5].

The lack of systematic screening for RDs reduces opportu-

nities for early intervention and support. Many students with

RD go unnoticed until they experience a significant aca-

demic setback. Identifying the reasons for their low aca-

demic achievement can be challenging for both teachers and

caregivers. Currently, existing diagnostic methods rely on

standardized tests and evaluations by experts (Fig. 1A) [5],

that require expertise in reading and considerable resources.

Eye-tracking methodology has gained significant attention

as a cost-effective means of quantitatively assessing reading
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skills. Eye tracking is a technique that records and analyzes

the movements and positions of the eyes as participants pro-

cess visual stimuli such as text on a screen [6,7]. By measur-

ing the duration and frequency of gazes on individual words,

real-time monitoring of the cognitive processes of a partici-

pant becomes possible, allowing researchers to gain valuable

insights into the cognitive processes involved in reading [8-

14]. Compared with other modalities such as electroencepha-

lography and functional magnetic resonance imaging, eye

tracking offers an affordable option to investigate the cogni-

tive processes involved in reading [15,16].

However, the current applications of eye tracking in study-

ing RDs are primarily focused on detecting dyslexia and

understanding low-level processes such as word recognition

[17, 18]. Although eye tracking provides valuable insights

into gaze behavior and visual processing during reading, its

relationship with reading comprehension remains unclear.

Further research is required to explore the relationship of eye

movements and visual processing with the higher-level cog-

nitive processes involved in reading comprehension.

B. Contributions of the Study

This study investigated a scalable method for diagnosing

RDs. The study proposed a quantitative evaluation of read-

ing capabilities based on everyday reading experiences. Spe-

cifically, eye movements during natural reading were used to

evaluate the reading capability using machine learning algo-

rithms (Fig. 1B). The proposed approach provided an effi-

cient way to screen students with RDs on a wider scale such

that they could receive early intervention when necessary.

The key contributions of this study are summarized as fol-

lows:

First, the study focused on the relationship between eye-

tracking measurements and the cognitive processes underly-

ing reading. Whereas previous eye-tracking-based methods

for diagnosing RDs primarily focused on dyslexia [17,18],

this study extended the research to include students with

abnormalities in higher-level processes such as comprehen-

sion. By studying eye movements during naturalistic reading,

this study aimed to identify the specific patterns associated

with comprehension difficulties. Therefore, this study has

the potential to contribute to a more comprehensive under-

standing of RDs and to improve personalized interventions

and support for students facing diverse reading difficulties.

Second, this study used machine learning models to estab-

lish objective criteria for distinguishing the eye movements

of students with RDs from those of normal students. Unlike

previous research that focused on the reader’s gaze on a few

selected words [8-10], the proposed approach involved ana-

lyzing eye movements on all words in a given text, thereby

providing a comprehensive response to the material. This

holistic analysis minimized the evaluator input and potential

bias during diagnosis, leading to a more efficient screening

process for larger groups of students. Consequently, a combi-

nation of eye tracking and machine learning offers a practi-

cal and effective method for early identification and targeted

support for struggling readers.

Third, this study strategically targeted specific age groups

for RD screening and proposed an automated screening

methodology using eye tracking. The third and fourth grades

play a crucial role in a student’s education, representing a

pivotal juncture for developing essential comprehension

skills that should ideally be mastered before the fourth grade

[1]. These skills include understanding not only literal mean-

ing but also context, and making inferences. Comprehension

difficulties during this phase have been linked to later aca-

demic underperformance across subjects [2]. Thus, recogniz-

ing and addressing comprehension challenges in these grades

is vital to establish a strong foundation for future academic

success. Therefore, this study focused on identifying and

screening students with RDs at this stage, with the aim of

providing timely interventions and support to ensure their

educational progress.

The remainder of this paper is organized as follows: Sec-

tion 2 describes the data collection, diagnosis of RDs using

standardized tests, and machine learning-based diagnosis of

RDs. In Section 3, the accuracies of the machine learning-

based diagnoses are compared, leading to their interpretation

and discussion in Section 4. Finally, we conclude this study

with future research directions in Section 5.

II. METHODS

A. Participants Information

Seventy third and fourth-grade students from 14 public

elementary schools located in a Metropolitan City of South

Korea participated in this study. Each school had enrolled

approximately 500 students. Within each grade level, classes

were divided into four or five sections, with each class con-

tained 20-24 students. None of the participants received any

financial or social assistance.

Fig. 1. Comparison of traditional diagnosis of reading disability based on
standardized tests (A) and the proposed method based on natural reading

using machine learning (B).
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Among them, 27 (39%) were diagnosed with RD based on

the outcomes of the two sets of standardized tests. Specifi-

cally, students who scored below the 16th percentile on both

the district-wide reading assessments and the standardized

reading assessment battery tests of reading achievement and

reading cognitive process ability (RA-RCP) [19] were identi-

fied as having RD.

A comprehensive written consent form was provided to all

participants and their parents. These forms outlined the

objectives of the research, extent of participation, potential

benefits and risks, assurances of confidentiality, and the right

of the participants to withdraw from the study at their discre-

tion.

B. Data Collection

The stimulus text was adopted from a teacher’s guidebook

for reading courses. The text included 12 sentences compris-

ing 58 words. The text was presented in nine lines on a 24-

inch liquid crystal display (LCD) screen with a resolution of

1920×1080 pixels. The size of the characters on the screen

was approximately 32×32 pixels.

The eye movements of the participant were recorded as

sequences of (x, y) coordinates on the screen using a Tobii

Pro Spectrum eye tracker with a sampling rate of 150 Hz and

a precision of 0.01o. For each participant, calibration was

first performed and a practice session was provided, where

instructions were provided on the screen and the participant

was requested to press any button to proceed to the main

session. In the main session, the stimulus text was presented

on the screen and participants read the text at their own

pace.

C. Preprocessing

The recorded eye movements were preprocessed as fol-

lows. First, calibration errors and drifts in gaze trajectories

were reduced using the Eyekit package [20]. Next, the first

fixation duration for each word was calculated. Finally, the

features were normalized to zero mean and unit variance.

Therefore, a 58-dimensional feature was generated for each

subject.

D. Classifiers to Diagnose RD

Seven machine learning models were used to classify the

features (the first fixation durations on words) into normal

and RD classes. The key properties and assumptions of the

seven classifiers are summarized in Table 1.

The first four classifiers were chosen to investigate the

effects of the assumptions regarding the distributions of the

input features on the classification accuracy. The first classi-

fier was logistic regression [21] that was simple and effec-

tive for linearly separating input features into two groups. In

particular, the log odds between two classes were related to a

linear function of the input features, resulting in a linear

decision boundary between the two classes. The second and

third classifiers were linear discriminant analysis (LDA) [22]

and quadratic discriminant analysis (QDA) [23]. Both mod-

els assumed that the input features were normally distributed

with different means for different classes. The covariances of

the classes were assumed to be the same for LDA and

allowed to differ for QDA, resulting in linear and curved

decision boundaries for LDA and QDA, respectively. The

fourth model was the k-nearest neighbors (KNN) classifier

[24]. The KNN could capture more complex and local struc-

tures in the data because the class label of the input sample

was determined by the class labels of the KNNs.

Three additional models were used to investigate the

effects of potential correlations between the input features.

The Naïve Bayes classifier [25] modeled the input features

independently of each other, providing a baseline accuracy

for ignoring the interactions between input features. Next, a

support vector machine (SVM) with a linear kernel [26] was

used to determine the hyperplane that separated the input

features with different classes with the maximum margin.

Finally, a random forest [27] was used to capture complex

and potentially nonlinear patterns in the data using an

ensemble of randomly chosen decision trees.

E. Cross-validation

The accuracies of the chosen classifiers were measured using

leave-one-out cross-validation (LOOCV) [28]. LOOCV pro-

vided a more accurate evaluation than the other cross-validation

methods because the dataset was relatively small. Specifically,

the accuracy was measured as follows: Each classifier was

trained using all features except for one sample and tested on

the held-out sample. This was repeated for all the samples, and

the average classification accuracy was measured.

F. Hyperparameter Tuning

The hyperparameters of the KNN, SVM, and random for-

est classifiers were varied for a wide range of values, and the

highest accuracy was reported for each classifier.

Table 1. Comparison of chosen classifiers

Classifier Key property and assumptions

Logistic regression linearly separable

LDA normal distributions with the same covariance

QDA normal distributions

KNN local similarity of features with the same class

Naïve Bayes independent input features

SVM maximum margin

Random forest ensemble of randomly chosen decision trees
283 http://jicce.org
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In the KNN classifier, the number of neighbors (k) con-

trolled the smoothness of the decision boundary. The value

of k was increased from 1 to 15 in steps of 2.

In the SVM, the level of robustness to outliers was con-

trolled by the weight (C) of the penalty for misclassification

during training. The value of C was varied from 10−5 to 105

by the factor of .

The complexity level of the random forest was controlled

by the number of estimators (n). Increasing the number of

estimators enabled the classifier to consider more complex

data patterns. However, excessive estimators would result in

overfitting and poor generalization to new inputs. The value

of n was increased from 5 to 50 in steps of 5.

III. RESULTS

A. Correlation Analysis

The correlation between the input features was slightly

positive, with an average correlation coefficients of 0.11.

The histogram of the correlation coefficients (Fig. 2, left)

showed that more features were positively correlated. In the

correlation matrix (Fig. 2, right), consecutive features tended

to have correlations with the same sign, indicating that the

first fixation on neighboring words tended to be correlated.

B. Accuracies of the Classifiers

Fig. 3 shows the classification accuracies of the seven

classifiers. The classification accuracy of the logistic regres-

sion was 0.66 that was the baseline score achieved using a

simple linear model. The accuracy of LDA (0.54) was lower

than that of logistic regression, and QDA showed an even

lower accuracy of 0.49. In contrast, KNN, which is the most

flexible of the four classifiers, showed the highest accuracy

(0.73) of the first four classifiers. The Naïve Bayes classifier

exhibited a slightly higher accuracy of 0.76 than the KNN

classifier. The SVM and random forest showed the highest

accuracy of 0.8.

By simulating the model performance on unseen data

when using the entire dataset, LOOCV provided a robust

measure of the extent to which the model generalized to new

instances, rendering it particularly valuable for smaller data-

sets in which the impact of each instance was significant.

C. Analysis of the Classifier Coefficients

Fig. 4 shows the absolute values of the coefficients of the

SVM classifier that achieved the highest classification accu-

racy (red) and fixation durations averaged across the partici-

pants (blue). Notably, words that corresponded to large

absolute values of the SVM coefficients existed (peaks of the

red curve in Fig. 4), indicating that these words were more

important for classifying students with RDs from normal stu-

dents. These words tended to be fixated longer than neigh-

boring words, as indicated by the co-located local peaks in

the average fixation durations (peaks of the blue curve in

Fig. 4).

10

Fig. 2. Histogram (left) and correlation matrix (right) of the correlation

coefficients between the features on different word pairs.

Fig. 3. Classification accuracies of RD using different classifiers.

Fig. 4. Absolute values of the best SVM classifier coefficients (red) and
average fixation durations (blue).
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IV. DISCUSSION

A comparison of the accuracies of the first four classifiers

indicated that the distribution of the first fixation durations

was more complex than a normal distribution and was not

easily described by simple parametric models. The logistic

regression and LDA classifiers are linear models; however,

the accuracy of the LDA classifiers was lower than that of

the logistic regression, demonstrating that a multivariate

Gaussian distribution, which is used for LDA, was not suit-

able to fit the first fixation durations on words. The lower

accuracy of QDA compared with that of LDA corroborated

this argument. The complex patterns in the first fixation

were better captured by a more flexible model such as KNN.

The higher accuracies of the remaining three classifiers

indicated that complex interactions between the first fixation

durations were necessary to classify normal and RD students

based on their eye movements. The Naïve Bayes classifier

was designed to efficiently fit high-dimensional data with

the assumption of independence between features. Conse-

quently, the Naïve Bayes classifier achieved higher classifi-

cation accuracy than the simpler classifiers. However, the

assumption of independence contradicted the positive cor-

relations observed in the input features. This led to a subop-

timal performance, resulting in a suboptimal classification

accuracy. The higher accuracies of SVM and random forest

compared with those of Naïve Bayes classifiers demon-

strated the importance of careful modelling of the correlated

structure in the input feature.

The significance of achieving a classification accuracy of

0.8 was twofold. First, the accuracy was determined by com-

parison with judgments made by human experts. Thus, an

accuracy of 0.8 implied that the automated diagnosis facili-

tated by the SVM or random forest classifiers was in agree-

ment with that of the human expert with an 80% probability.

Second, a cross-validation technique of LOOCV was used to

measure the classification accuracy. This method ensured

that the calculated classification accuracy served as a reliable

estimate of the classification accuracy of data that had not

been encountered before. Thus, the high accuracy of 0.8 was

expected to be particularly useful for screening new stu-

dents.

V. CONCLUSIONS

In this study, students with RDs were diagnosed based on

their eye movements during natural reading using machine

learning algorithms. The third- and fourth-grade students

were labeled as normal or RD students using the standard-

ized tests and expert evaluations. The eye movements of the

participants were then measured while reading and used to

classify the participants into normal and RD classes.

A comparison of the accuracies of the classifiers with dif-

ferent properties led to two major findings. First, eye move-

ments during natural reading contained complex patterns that

were unsuitable for simple parametric models with few

parameters. Second, this complex pattern was well fitted by

flexible classifiers designed for high-dimensional problems,

such as SVM and random forest.

The future research will focus on the scalability of the

machine learning-based diagnosis of RD. This study auto-

mated the diagnosis of RD from eye movements during natu-

ral reading. Even though the sample size was relatively

small, SVM and random forest were able to reliably identify

RD, and the accuracy of these classifiers was close to that

evaluated by human experts. This finding demonstrated the

feasibility of RD screening on a larger scale. The automated

RD diagnosis would be most beneficial for the third- and

fourth-graders, who are in the critical period.

This study aimed to collect more eye movement data from

a wider range of age groups for texts of different genres.

Based on the understanding from existing studies, fixation

duration is a reliable feature that is stable across different

languages and reading materials. Therefore, the proposed

method is expected to achieve similar accuracy in classifying

RDs that should be validated using different text types in

future studies. More data will provide insight into the effects

of developmental and individual differences on reading. A

wide range of individual differences and personal character-

istics can exist even within a particular age group. These dif-

ferences may influence the way in which students experience

RDs and respond to interventions.

Another important direction is to explore other useful fea-

tures for analyzing eye movements during reading. In addi-

tion to fixation duration, other eye movements such as

saccades (rapid, involuntary eye movements) and regressions

(backward eye movements) have the potential to provide a

further understanding of the reading process. Combining

these features to improve the classification accuracy is cer-

tainly an interesting direction for future work.
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